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N EW TRENDS IN MULTIVARIATE ANALYSIS AND C ALIBRATION INTRODUCTION



Many definitions have been given for Chemometrics. One of the most frequently quoted of these definitions [1] states the following :



Chemometrics is a chemical discipline that uses mathematics, statistics and formal logic (a) to design or select optimal experimental procedures; (b) to provide the maximum relevant chemical information by analysing chemical data; and (c) to obtain knowledge about chemical systems.



This thesis focuses specifically on points (b) and (c) of this definition, and a particular emphasis is placed on multivariate methods and how they are used to model data. It should be noted that, while modelling is probably the most important area of chemometrics, there are many other applications such as method validation, optimisation, statistical process control, signal processing, etc.



Modelling methods can be divided into two groups of methods, even if these two groups are often widely overlapping. In multivariate data analys is, models are used directly for data interpretation. In multivariate calibration, models relate the data to a given property in order to predict this property. Modelling methods in general are introduced in Chapter 1. The most common multivariate data analysis and calibration methods are presented as well as some more advanced ones, in particular methods applying to data with complex structure.



A particularity of chemometrics is that many methods used in the field were developed in other areas of science before they were imported to chemistry. This is for instance the case for Partial Least Squares, which was initially developed to build economical models. Chemometrics also covers a very wide domain of application, and specialists in each field develop or modify methods best suited for their particular applications. These factors lead to the fact that many methods are often available for a given
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problem. The first step of the chemometrical methodology is therefore to select the most appropriate method to use. The importance of this step is illustrated in Chapter 2. Multivariate calibration methods are compared on data with different structures. This comparison is performed in situations challenging for the methods (data extrapolation, instrumental perturbation). A detailed description of the steps necessary to develop a multivariate calibration model is also provided using Multiple Linear Regression as a reference method.



Multivariate calibration and Near Infrared (NIR) spectroscopy have a parallel history. NIR could only be routinely implemented through the use of sophisticated chemometrical tools and the arising of modern computing. Chemometrical methods were then widely promoted by the remarkable achievements of multivariate calibration applied to NIR data. For many years, multivariate calibration and NIR spectroscopy were therefore almost synonym for the non-specialist. In the last few years, chemometrical methods proved very efficient on other types of analytical data. This was sometimes the case even for analytical methods that were not considered as necessitating sophisticated data treatment. It is shown in chapter 3 how Raman spectroscopic data can benefit from chemometrics in general and multivariate calibration in particular, allowing the use of Raman in a growing number of industrial applications. This chapter also illustrates the importance of method selection in chemometrics, and shows that the choice of the most appropriate method to use can depend on many factors, for instance quality of the data set.



During the last years, data treated by chemometricians tend to become more and more complex. This complexity can be understood in terms of volume of data, or in terms of data structure. The increasing size of chemometrical data sets has several causes. For instance, combinatorial chemistry and high throughput screening are designed to generate important volumes of data. Collections of samples recorded during time also tend to get larger and larger. The improvement of analytical instruments leads to better spectral resolutions and therefore larger data sets (sometimes several tens of thousands of items). This last point is illustrated in chapter 4. It is shown how calibration methods specifically designed to be fast can considerably reduce computation time required for calibration and prediction of new samples. Complexity of a data set can also be understood in terms of data structure. Methods developed in the area of psychometrics allowing to treat data that are not only multivariate, but also multidimodal were recently introduced in the chemometrical field. Chapter 4 shows how this kind of
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methods can be used to extract information from a very complex data set with up to 6 modes. This chapter gives another illustration of the fact that chemometrical methods can be applied to new types of data, even out of the strict domain of chemistry, since the multidimodal methods are applied to pharmaceutical Electro- Encephalographic Data. Another example is given showing how these methods can be adapted in order to be made more robust toward difficult data sets.
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CHAPTER I MULTIVARIATE A NALYSIS AND C ALIBRATION Adapted from :
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Chapter 1 – Multivariate Analysis and Calibration



1. Introduction There are two types of modelling. Modelling can in the first place be applied to extract useful information from a large volume of data, or to achieve a better understanding of complex phenomena. This kind of modelling is sometimes done through the use of simple visual representations. Depending on the type of data studied and the field of application, modelling is then referred to as exploratory multivariate analysis or data mining. Modelling can in the second place be applied when two or more characteristics of the same objects are measured or calculated and then related to each other. It is for instance possible to relate the concentration of a chemical compound to an instrumental signal, the chemical structure of a drug to its activity or instrumental responses to sensory characteristics. In these situations, the purpose of modelling usually is, after a calibration process, to make predictions (e.g. predict the concentration of a certain analyte in a sample from a measured signal), but it can sometimes simply be to verify the nature of the relationship. The two types of modelling strongly overlap. The methods introduced in this chapter will therefore not be presented as being exploratio n or calibration oriented, but rather will be introduced by rank of increasing complexity of the type of data or modelling problem they are applied to.



2. Univariate regression 2.1. Classical univariate least squares : straight line models Before introducing some of the more sophisticated methods, we should look shortly at the classical univariate least squares methodology (often called ordinary least squares – OLS), which is what analytical chemists generally use to construct a (linear) calibration line. In most analytical techniques the concentration of a sample cannot be measured directly but is derived from a measured signal that is in direct relation with the concentration. Suppose the vector x represents the concentrations of samples and y the corresponding measured instrumental signal. To be able to define a model y = f(x) a relationship between x and y has to exist. The simplest and most convenient situation is when the relation is linear which leads to a model of the type :
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y = b0 + b1 x



(1)



which is the equation of a straight line. The coefficients b0 and b1 represent the intercept and the slope of the line. Relationships between y and x that follow a curved line can for instance be represented by a regression model of the type : y = b0 + b1 x + b11 x2



(2)



The least squares regression analysis is a methodology that allows to estimate the coefficients of a given model. For calibration purposes one usually focuses on straight- line models which we also will do in the rest of this section. Conventionally the x- values represent the so-called controlled or independent variable, i.e. the variable that is considered not to have a measurement error (or a negligible one), which is the concentration in our case. The y values represent the dependent variable, i.e. the measured response, which is considered to have a measurement error. The least squares approach allows to obtain b0 and b1 values such that the model fits the measured points (xi, yi ) best.



Fig. 1. Straight line fitting through a series of measured points.



The true relationship between x and y is considered to be y = β 0 + β1 x while the relationship between each xi and its measured yi can be represented as yi = b0 + b1 xi + ei. The signal yi is composed of a
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component predicted by the model, b0 + b1x, and a random component, ei, the residual (Fig. 1). The least squares regression finds the estimates b0 and b1 for β 0 and β 1 by calculating the values b0 and b1 for which ∑ei2 = ∑ (yi – b0 – b1 xi)2 , the sum of the squared residuals, is minimal. This explains the name “least squares”. Standard books about regression, including least squares approaches are [1,2]. Analytical chemists can find information in [3,4].



2.2. Some variants of the univariate least square straight line models A fundamental assumption of OLS is that there are only errors in the direction of y. In some instances, two measured quantities are related to each other and the assumption then does not hold, because there are also measurement errors in x. This is for instance the case when two analytical methods are compared to each other. Often one of these methods is a reference method and the other a new method, which is faster or cheaper and it is wanted to demonstrate that the results of both methods are sufficiently similar. A certain number of samples are analysed with both methods and a straight line model relating both series of measurements is obtained. If β 0 as estimated from b 0 is not more different from 0 than an a priori accepted bias and β 1 as estimated by b1 is not more different from 1 than a given amount, then one can accept that for practical purposes y = x. In its simplest statistical expression, this means that it is tested that β 0 = 0 and β1 = 1 or to put it in another way that b0 is statistically different from 0 and/or b1 is statistically different from 1. If this is the case then it is concluded that the two methods do not yield the same result but that there is a constant (intercept) or proportional (slope) systematic error or bias. This means that one should calculate b0 and b1 and at first sight this could be done by OLS. However both regression variables (not only yi but now also xi) are subject to error, as already mentioned. This violates one of the key assumptions of the OLS calculations. It has been shown [4-7] that the computation of b0 and b 1 according to the OLS-methods leads to wrong estimates of β 0 and β 1 . Significant errors in the least squares estimate of b1 can be expected if the ratio between the measurement error on the x values and the range of the x values is large. In that case OLS should not be used. To obtain correct values for b0 and b1 the sum of least squares must now be obtained in the direction given in figure 2. Such methods are sometimes called errors in variables models or orthogonal least squares. Detailed studies of the application of models of these types can be found in [8,9].
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Fig. 2. The errors-in-variables model.



Another possibility is to apply inverse regression. The term inverse is applied in opposition to t he usual calibration procedure. Calibration consists of measuring samples with a known characteristic and deriving a calibration line (or more generally a model). A measurement is then carried out for an unknown sample and its concentration is derived from the measurement result and the calibration line. In view of the assumptions of OLS, the measurement is the y-value and the concentration the x-value, i.e.



measurement = f (concentration)



(3)



This relationship can be inverted to become



Concentration = f (measurement)



(4)



OLS is then applied in the usual way, meaning that the sum of the squared residuals is minimised in the direction of y, which is now the concentration. This may appear strange, since, when the calibration line is computed, there are no errors in the concentrations. However, if it is taken into account that there will be an error in the predicted concentration of the unknown sample, then minimising in this way means that one minimises the prediction errors, which is what is important to the analytical chemist. It has been shown indeed that better results are obtained in this way [10-12]. The analytical 16
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chemist should therefore really apply eq. (4), instead of the usual eq. (3). In most cases the difference in prediction qua lity between both approaches is very small in practice, so that there is generally no harm in applying eq. (3). We will see however that when multivariate calibration is applied, inverse regression is the rule. It should be noted that, when the aim is not to predict y-values, but to obtain the best possible estimates of β 0 and β 1, inverse regression performs worse than the usual procedure.



Fig. 3. The leverage effect.



2.3. Robust regression One of the most often occurring difficulties for an experimentalist is that of the presence of outliers. The outliers may be due to experimental error or to the fact that the proposed model does not represent the data well enough. For example, if the postulated model is a straight line, and measurements are made in a concentration range where this is no longer true, the measurements obtained in that region will be model outliers. In figure 3 it is clear that the last point is not representative for the straight line fitted by the rest of the data. The outlier attracts the regression line computed by OLS. It is said to exert leverage on the regression line. One might think that outliers can be discovered by examining the residuals towards the line. As can be observed this is not necessarily true : the outlier’s residua l is not much larger than that of some other data points.
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To avoid the leverage effect, the outlier(s) should be eliminated. One way to achieve this is to use more efficient outlier diagnostics than simply looking at residuals. Cook’s squared distance or the Mahalanobis distance can for instance be used.



A still more elegant way is to apply so-called robust regression methods. The easiest to explain is called the single median method [13]. The slope between each pair of points is computed. For instance the slope between points 1 and 2 is 1.10, between 1 and 3 1.00, between 5 and 6 6.20. The complete list is 1.10, 1.00, 1.03, 0.95, 2.00, 0.90, 1.00, 0.90, 2.23, 1.10, 0.90, 2.67, 0.70, 3.45, 6.20. These are now ranked and the median slope (here the 8-th value 1.03) is chosen. All pairs of points of which the outlier is one point have high values and end up at the end of the ranking, so that they do not have an influence on the chosen median slope : even if the outlier was still more distant, the selected media n would still be the same. A similar procedure for the intercept, which we will not explain in detail, leads to the straight line equation y = 0.00 + 1.03 x, which is close to the line obtained with OLS after eliminating the outlier. The single median method is not the best robust regression method. Better results are obtained with the least median of squares method (LMS) [14], the iteratively re-weighted [15] or bi-weight regression [16]. Comparing results of calibration lines obtained with OLS and with a robust method is one way of finding outliers towards a regression model [17].



3. Multiple Linear Regression 3.1. Multivariate (multiple) regression Multivariate regression, also often called multiple regression or multiple linear regression (MLR) in the linear case, is used to obtain values for the b-coefficients in an equation of the type :



y = b0 + b1 x1 + b2 x2 + … bm xm



(5)



where x1 , x2 , …, xm are different variables. In analytical spectroscopic applications, these variables could be the absorbances obtained at different wavelengths, y being a concentration or other characteristic of the samples to be predicted, in QSAR (the study of quantitative structure-activity relationships) they could be variables such as hydrophobicity (log P), the Hammett electronic 18
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parameter σ, with y being some measure of biological activity. In experimental design, equations of the type y = b0 + b1 x1 + b2 x2 + b12x1 x2 + b11x1 2 + b22 x2 2



(6)



are used to describe a response y as a function of the experimental variables x1 and x2 . Both equations (5) and (6) are called linear, which may surprise the non-initiated, since the shape of the relationship between y and (x1 ,x2 ) is certainly not linear. The term linear should be understood as linear in the regression parameters. An equation such as y = b0 + log (x – b1 ) is non- linear [2]. It can be observed from the applications cited higher that multiple regression models occur quite often. We will first consider the classical solution to estimate the coefficients. Later we will describe some more sophisticated methodologies introduced by chemometricians, such as those based on latent vectors. As for the univariate case, the b- values are estimates of the true b-parameters and the estimation is done by minimising a (sum of) squares. It can be shown that b = (XT X)-1 XT y



(7)



where b is the vector containing the b-values from eq. (5), X is an nxm matrix containing the x-values for n samples (or objects as they are often called) and m variables and y is the vector containing the measurements for the n samples. A difficulty is that the inversion of the XT X matrix leads to unstable results when the x-variables are very correlated. There are two ways to avoid this problem. One is to select variables (variable selection or feature selection) such that correlation is reduced, the other is to combine the variables in such a way that the resulting summarising variables are not correlated (feature reduction). Both feature selection and feature reduction lead to a smaller number of variables than the initial number of variables, which by itself has important advantages.
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3.2. Wide data matrices Chemists often produce wide data matrices, characterised by a relatively small number of objects (a few ten to a few hundred) and a very large number of variables (many hundreds, at least). For instance, analytical chemists now often apply very fast spectroscopic methods, such as near infrared spectroscopy (NIR). Because of the rapid character of the analysis, there is no time for dissolving the sample or separation of certain constituents. The chemist tries to extract the information required from the spectrum as such and to do so he has to relate a y-value such as an octane number of gasoline samples or a protein content of wheat samples to the absorbance at 500 to, in some cases, 10 000 wavelengths. The e.g. 1000 variables for 100 objects constitute the X matrix. Such matrices contain many more columns than rows and are therefore often called wide. Feature selection/reduction the n takes on a completely different complexity compared to the situations described in the preceding sections. It should be remarked that variables in such matrices are often very correlated. This can for instance be expected for two neighbouring wavelengths in a spectrum. In the following sections, we will explain which methods chemometricians use to model very large, wide and highly correlated data matrices.



3.3. Feature selection methods 3.3.1. Stepwise Selection



The classical approach, which is found in many statistical packages, is the so-called stepwise regression, a feature selection method. The so-called forward selection procedure consists of first selecting the variable that is best correlated with y. Suppose this is found to be xi. The model at this stage is restricted to y = f (xi). Then, one tests all other variables by adding them to the model, which then becomes a model in two variables y = f (xi,xj). The variable xj which is retained together with xi is the one which, when added to the mode l, leads to the largest improvement compared to the original model y = f (xi). It is then tested whether the observed improvement is significant. If not, the procedure stops and the model is restricted to y = f(xi). If the improvement is significant, xj is incorporated definitively in the model. It is then investigated which variable should be added as the third one and whether this yields a significant improvement. The procedure is repeated until finally no further
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improvement is obtained. The procedure is based on analysis of variance and several variants such as backwards elimination (starting with all variables and eliminating successively the least important ones) or a combination of forward and backward methods have been proposed. It should be noted that the criteria applied in the analysis of variance are such that selected variables are less correlated. In certain contexts such as in experimental design or QSAR, the reason for applying feature selection is not only to avoid the numerical difficulties described higher, but also to explain relationships. The variables that are included in the regression equation have a chemical and physical meaning and when a certain variable is retained it is considered that the variable influences the y- value, e.g. the biological activity, which then leads to proposals for causal relationships. Correct feature selection then becomes very important in those situations to avoid making wrong conclusions. One of the problems is that the procedures involve regressing many variables on y and chance correlation may then occur [18]. There are other difficulties, for instance, the choice of experimental conditions, the samples or the objects. These should cover the experimental domain as well as possible and, where possible, follow an experimental design. This is demonstrated, for instance, in [19]. Outliers can also cause problems. Detection of multivariate outliers is not evident. As for the univariate regression, robust regression is possible [14, 20]. An interesting example in which multivariate robust regression is applied concerns an experimental design [21] carried out to optimise the yield of an organic synthesis.



3.3.2. Genetic algorithms for feature selection



Genetic algorithms are general optimisation tools aiming at selecting the fittest solution to a problem. Suppose that, to keep it simple, 9 variables are measured. Possible solutions are represented in figure 4. Selected variables are indicated by a 1, non-selected variables by a 0. Such solutions are sometimes, in analogy with genetics, called chromosomes in the jargon of the specialists.



By random selection a set of such solutions is obtained (in real applications often several hundreds). For each solution an MLR model is built using an equation such as (5) and the sum of squares of the residuals of the objects towards that model is determined. In the jargon of the field, one says that the fitness of each solution is determined : the smaller the sum of squares the better the model describes the data and the fitter the corresponding solutions are.
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Fig. 4. A set of solutions for feature selection from nine variables for MLR



Then follows what is described as the selection of the fittest (leading to names such as genetic algorithms or evolutionary computation). For instance out of the, say 100 original solutions, the 50 fittest are retained. They are called the parent generation. From these is obtained a child generation by reproduction and mutation. Reproduction is explained in figure 5. Two randomly chosen parent solutions produce two child solutions by cross over. The cross over point is also chosen randomly. The first part of solution 1 and the second part of solution 2 together yield child solution 1’. Solution 2’ results from the first part of solution 2 and t he second of solution 1.
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Fig. 5. Genetic reproduction step



algorithms:



the



The child solutions are added to the selected parent solutions to form a new generation. This is repeated for many generations and the best solution from the final generation is retained. Each generation is additionally submitted to mutation steps. Here and there, randomly chosen bits of the solution string are changed (0 to 1 or 1 to 0). This is applied in figure 6.



Fig. 6. Genetic algorithms: the mutation step.



The need for the mutation step can be understood from figure 5. Suppose that the best solution is close to one of the child solutions in that figure, but should not include variable 9. However, because the
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value for variable 9 is 1 in both parents, it is also unavoidably 1 in the children. Mutation can change this and move the solutions in a better direction. Genetic algorithms were first proposed by Holland [22]. They were introduced in chemometrics by Lucasius et al [23] and Leardi et al [24]. They were applied for instance in QSAR and molecular modeling [25], conformational analysis [26], multivariate calibration for the determination of certain characteristics of polymers [27] or octane numbers [28]. Reviews about applications in chemistry can be found in [29,30]. There are several competing algorithms such as simulated annealing [31] or the immune algorithm [32].



4. Feature reduction : Latent Variables The alternative to feature selection is to combine the variables in what we called earlier summarising variab les. Chemometricians call this latent variables and the obtaining of such variables is called feature reduction. It should be understood that in this case no variables are discarded.



4.1. Principal Component Analysis The type of latent variable most commonly used is the principal component (PC). To explain the principle of PCs, we will first consider the simplest possible situation. Two variables (x1 and x2 ) were measured for a certain number of objects and the number of variables should be reduced to one. In principal component analysis (PCA) this is achieved by defining a new axis or variable on which the objects are projected. The projections are called the scores, s1 , along principal component 1, PC 1 (Fig. 7).
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Fig. 7. Feature reduction of two variables, x1 and x2 , by a principal component.



The projections along PC1 preserve the information present in the x1 -x2 plot, namely that there are two groups of data. By definition, PC1 is drawn in the direction of the largest variation through the data. A second PC, PC2 , can also be obtained. By definition it is orthogonal to the first one (Fig. 8-a). The scores along PC 1 and along PC 2 can be plotted against each other yielding what is called a score plot (Fig. 8-b).



b)



Fig. 8. a) second PC and b) score plot of the data in Fig. 7.



a)
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The reader observes that PCA decorrelates : while the data points in the x1 -x2 plot are correlated they are not longer so in the s1 -s2 plot. This also means that there was correlated and therefore redundant information present in x1 and x2 . PCA picks up all the important information in PC1 and the rest, along PC2, is noise and can be eliminated. By keeping only PC1 , feature reduction is applied : the number of variables, originally two, has been reduced to one. This is achieved by computing the score along PC1 as :



s = w1 x1 + w2 x2



(8)



In other words the score is a weighted sum of the original variables. The weights are known as loadings and plots of the loadings are called loading plots. This can now be generalised to m dimensions. In the m-dimensional space, PC1 is obtained as the axis of largest variation in the data, PC 2 is orthogonal to PC1 and is drawn into the direction of largest remaining variation around PC1 . It therefore contains less variation (and information) than PC1 . PC3 is orthogonal to the plane of PC1 and PC2 . It is drawn in the direction of largest variation around that plane, but contains less variation than PC3. In the same way PC4 is orthogonal to the hyperplane PC 1 ,PC2 ,PC 3 and contains still less variation, etc. For a matrix with dimensions n x m, N = min (n, m) PCs can be extracted. However, since each of them contains less and less information, at a certain time they contain only noise and the process can be stopped before reaching N. If only d (constant x r/n), where the constant often equals 2. The leverage is related to the squared Mahalanobis distance of object i to the centre of the calibration data. One can compute the squared Mahalanobis distance from the covariance matrix, C :
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1  MD i2 = ( xi − x j ) C −1 ( x i − x j )' = ( n − 1) h i −  n 



(21)



where C is computed as



C=



1 X' X n −1



(22)



X being as usual the mean-centered data matrix. In the same way as the leverage, when the number of variables exceeds the number of objects, C becomes singular and cannot be inverted. There are also two ways to calculate the Mahalanobis distance in the PC space, using either all a PCs or using only the r significant ones :



2 a t ij 2 MD i = (n − 1) ∑ = ( n − 1) 2 i =1 λ i



1  hi − n   



(23)



2 r t ij 2 MD i = (n − 1) ∑ = ( n − 1) 2 i =1 λ i



 1 1 hi − n   



(24)



where hi and h1i are computed using the centered data. X-space outlier detection can also be performed in the PC space with Rao's statistic [55]. Rao's statistic sums all the variation from a certain PC on. If there are a PCs, and we start looking at variation from PC r on, then :



a



D i2 = ∑ t 2ij



(25)



i = r +1
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A high value for D 2i means that object i shows a high score on some of the PCs that were not included and therefore cannot be explained completely by r PCs. For this reason it is then suspected to be an outlier. The method is presented here because it uses only information about X. The way in which Rao's statistic is normally used requires the number of PCs entered in the model. This number is put equal to r. What can be done to estimate this number of PCs is to follow the D value as a function of r, starting from r = 0. High values of r indicate that the object is modelled only correctly when higher PCs are included. If the number of necessary PCs is higher for this object than for the others, it will be an outlier. A test can be applied for checking the significance of high values for the Rao's statistic by using these values as input data for the single outlier Grubbs' test [15] :



z=



D 2test n



∑ D 2i 



(26)



2



i =1 n −1



Because the information provided by each of these methods is not necessarily the same, we recommend that more than one is used, for example by studying both leverage values and Rao's statistic with Grubbs' test, in order to check if the same objects are detected. Unfortunately, outlier detection is not easy. This certainly is the case if more than one outlier is present. In that case all the above methods are subject to what is called masking and swamping. Masking occurs when an outlier goes undetected because of the presence of another, usually adjacent, one. Swamping occurs when good observations are incorrectly identified as outliers because of the presence of another, usually remote, subset of outliers (Fig. 8). Masking and swamping occur because the mean and the covariance matrix are not robust to outliers.
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Fig. 8. Due to the remote set of outliers (4 upper objects), there is a swamping effect on outlier (*).



Robust methods have been described [56]. Probably, the best way to avoid the lack of robustness of the leverage measures is to use the Multivariate Trimming estimator (MVE) defined as the minimum volume ellipsoid covering at least (N/2)+1 points of X. It can be understood as the selection of a subset of objects without outliers in it : a clean subset. In this way, one avoids that the measured leverage being affected by the outlier. In fact in equ. (21) all objects, the outliers included, are used, so that the outliers influence the criterion that will be used to determine if an object is an outlier. For instance, when an outlier is included in a set of data, it influences the mean value of variables characterising that set. With the MVE, the densest domain in the x-space including a given amount of samples is selected. This domain does not include the possible outliers, so that they do not influence the criteria. An algorithm to find the MVE is given in [57-60]. The leverage measures based on this subset are not affected by the masking and swamping effects. A simulation study showed that in more than 90% of the cases the proposed algorithm led to the correct identification of x-space outliers, without masked or swamped observations [60]. For this reason, MVE probably is the best methodology to use, but it should be noted that there is little practical experience in its application. To apply the algorithm, the number of objects in the data set must be at least three times higher than the number of selected latent variables. A method of an entirely different type is the potential method proposed by Jouan-Rimbaud et al. [61]. Potential methods first create so-called potential functions around each individual object. Then these functions are summed (Fig. 9). In dense zones, large potentials are created, while the potential of outliers does not add to that of other objects and can therefore be detected in that way. An advantage is
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that special objects within the x-domain are also detected, for instance, an isolated object between two clusters. Such objects (we call them inliers) can in certain circumstances have the same effect as outliers. A disadvantage is that the width of the potential functions around each object has to be adjusted. It cannot be too small, because many objects would then be isolated; it cannot be too large because all objects would be part of one global potential function. Moreover, while the method does very well in flagging the more extreme objects, a decision on their rejection cannot be taken easily.



Fig. 9. Adapted from D. Bouveresse, doctoral thesis (1997), Vrije universiteit Brussel, contour plot corresponding to k=4 with the 10% percentile method and with (*) the identified inlier.



8. Selection and representativity of the calibration sample subset Because the model has to be used for the prediction of new samples, all possible sources of va riation that can be encountered later must be included in the calibration set. This means that the chemical components present in the samples must be included in the calibration set; with a range of variation in concentration at least as wide, and preferab ly wider than the one expected for the samples to be analysed; that sources of variation such as different origins or different batches are included and possible physical variations (e.g. different temperatures, different densities) among samples are also covered. In addition, it is evident that the higher the number of samples in the calibration set, the lower the prediction error [62]. In this sense, a selection of samples from a larger set is contra- indicated. However, while a random selection of samples may approach a normal distribution, a selection 130
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procedure that selects samples more or less equally distributed over the calibration space will lead to a flat distribution. For an equal number of samples, such a distribution is more favourable from a regression point of view than the normal distribution, so that the loss of predictive quality may be less than expected by looking only at the reduction of the number of samples [63]. Also, from an experimental point of view, there is a practical limit on what is possible. While the NIR analysis is often simple and not costly, this cannot usually be said for the reference method. It is therefore necessary to achieve a compromise between the number of samples to be analysed and the prediction error that can be reached. It is advisable to spend some of the resources available in obtaining at least some replicates, in order to provide information about the precision of the model (chapter 2). When it is possible to artificially generate a number of samples, experimental design can and should be used to decide on the composition of the calibration samples [1]. When analysing tablets, for instance, one can make tablets with varying concentrations of the components and compression forces, according to an experimental de sign. Even then, it is advisable to include samples from the process itself to make sure that unexpected sources of variation are included. In the tablet example, it is for instance unlikely that the tablets for the experimental design would be made with t he same tablet press as those from the production process and this can have an effect on the NIR spectrum [64]. In most cases only real samples are available, so that an experimental design is not possible. This is the case for the analysis of natural products and for most samples coming from an industrial production process. One question then arises: how to select the calibration samples so that they are representative for the group. When many samples are available, we can first measure their spectra and select a representative set that covers the calibration space (x-space) as well as possible. Normally such a set should also represent the y-space well, this should preferably be verified. The chemical analysis with the reference method, which is often the most expensive step, can then be restricted to the selected samples. Several approaches are available for selecting representative calibration samples. The simplest is random selection, but it is open to the possibility that some source of variation will be lost. These are often represented by samples that are less common and have little probability of being selected. A second possibility is based on knowledge about the problem. If one is confident that we are aware of all the sources of variation, samples can be selected on the basis of that knowledge. However, this situation is rare and it is very possible that some source of variation will be forgotten.
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One algorithm that can be used for the selection is based on the D-optimal concept [65,66]. The Doptimal criterion minimises the variance of the regression coefficients. It can be shown that this is equivalent to maximising the covariance matrix, selecting samples such that the variance is maximised and the correlation minimised. The criterion comes from multivariate regression and experimental design. In our context, the variance maximisation leads to selection of samples with relatively extreme characteristics and located on the borders of the calibration domain. Kennard and Stone proposed a sequential method that should cover the experimental region uniformly and that was meant for the use in experimental design [67]. The procedure consists of selecting as the next sample (candidate object) the one that is most distant from those already selected objects (calibration objects). The distance is usually the Euclidean distance although it is possible, and probably better, to use the Mahalanobis distance. The distance are usually calculated in the PC space since spectroscopic data tend to generate a high number of variables. As starting points we either select the two objects that are most distant from each other, or preferably, the one closest to the mean. From all the candidate points, the one is selected that is furthest from those already selected and added to the set of calibration points. To do this, we measure the distance from each candidate point i0 to each point i which has already been selected and determine which is smallest ( min (di,i )) . From these we select 0 i the one for which the distance is maximal, dselected = max ( min (di,i )) . In the absence of strong 0 i0 i irregularities in the factor space, the procedure starts first selecting a set of points close to those selected by the D-optimality method, i.e. on the borderline of the data set (plus the center point, if this is chosen as the starting point). It then proceeds to fill up the calibration space. Kennard and Stone called their procedure a uniform mapping algorithm; it yields a flat distribution of the data which, as explained earlier, is preferable for a regression model. Næs proposed a procedure based on cluster analysis. The clustering is continued until the number of clusters matches the number of calibration samples desired [68]. From each cluster, the object that is furthest away from the mean is selected. In this way the extremes are covered but not necessarily the centre of the data. In the method proposed by Puchwein [69], the first step consists in sorting the samples according to the Mahalanobis distances to the centre of the set and selecting the most extreme point. A limiting distance is then chosen and all the samples that are closer to the selected point than this distance are excluded. The sample that is most extreme among the remaining points is selected and the procedure repeated,



132



Chapter 2 – Comparison of Multivariate Calibration Methods



choosing the most distant remaining point, until there are no data points left. The number of selected points depends on the size of the limiting distance: if it is small, many points will be included; if it is large, very few. The procedure must therefore be repeated several times for different limiting distances until the limiting distance is reached for which the desired number of samples is selected. Figure 10 shows the results of applying these four algorithms to a 2-dimensional data set of 250 objects, designed not to be homogeneous. Clearly, the D-optimal design selects points in a completely different way from the other algorithms. The Kennard-Stone and Puchwein algorithms provide similar results. Næs method does not cover the centre. Other methods have been proposed such as "uniquesample selection" [70]. The results obtained seem similar to those obtained from the previously cited methods. An important question is how many samples must be included in the calibration set. This va lue must be selected by the analyst. This number is related to the final complexity of the model. The term complexity should be understood as the number of variables or PCs included plus the number of quadratic and interaction terms. An ASTM standard states that, if the complexity is smaller than three, at least 24 samples must be used. If it is equal or greater than four, at least 6 objects per degree of complexity are needed [58,71].
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Fig. 10. The first 24 points selected using different algorithms : a) D-optimal design (optimal design with the three points denoted by closed circles) b) Puchwein method c) Kennard & Stone method (closest point to the mean included) d) Naes clustering method e) DUPLEX method with (o) the calibration set and (*) the test set



In Chapter 11 we state that the model optimisation (validation) step requires that different independent sub-sets are created. Two sub-sets are often needed. At first sight, we might use one of the selection algorithms described above to split up the calibration set for this purpose. However, because of the sample selection step, the sub-sets would be no longer independent unless random selection is applied. Validation in such circumstances might lead us to underestimate prediction errors [72]. A selection
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method which appears to overcome this drawback is a modification by Snee of the Kennard-Stone method, called the DUPLEX method [73]. In the first step, the two points which are furthest away from each other are selected for the calibration set. From the remaining points, the two objects which are furthest away from each other are included in the test set. In the third step, the remaining point which is furthest away from the two previously selected for the calibration set is included in that set. The procedure is repeated selecting a single point for the test set which is furthest from the existing points in that set. Following the same procedure, points are added alternately to each set. This approach selects representative calibration and test data sets of equal size. In figure 10 the result of applying the DUPLEX method is also presented. Of all the proposed methodologies, the Kennard-Stone, DUPLEX and Puchwein's methods need the minimum a priori knowledge. In addition, they provide a calibration set homogeneously distributed in space (flat distribution). However, Puchwein's method must be applied several times. The DUPLEX method seems to be the best way to select representative calibration and test data sets in a validation context. Once the calibration set has been selected, several tests can be employed to determine the representativity of the selected objects with respect to the total set [74]. This appears to be unnecessary if one of the algorithms recommended for the selection of the calibration samples has been applied. In practice, however, little attention is often paid to the proper selection. For instance, it may be that the analyst simply takes the first n samples for the calibration set. In this case a representativity test is necessary. One possibility is to obtain PC score plots and to compare visually the selected set of calibration samples to the whole set. This is difficult when there are many relevant PCs. In such cases a more formal approach can be useful. We proposed an approach that includes the determination of three different characteristics [75]. The first one checks if both sets have the same direction in the space of the PCs. The directions are compared by computing the scalar product of two direction vectors obtained from the PCA decomposition of both data sets. To do this, the normed scalar product between the vectors d1 and d2 is obtained :



P=



d1 ' d 2
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where d1 and d2 are the average direction vector for each data set:



r d1 = ∑ λ2 p1,i 1, i i =1



r



and



d 2 = ∑ λ2 p 2, i 2, i



(28)



i =1



where λ21, i and p1,i are the corresponding eigenvalues and loading vectors for data set 1, and λ22, i and p2,i are the corresponding eigenvalues and loading vectors for data set 2. If the P value (cosinus of the angle between the direction of each set) is higher than 0.7, it can be concluded that the original variables have similar contribution to the latent variables, and they are comparable. The second test compares the variance-covariance matrices. The intention is to determine whether the two data sets have a similar volume both in magnitude and direction. The comparison is made by using an approximation of the Bartlett's test. First the pooled variance-covariance matrix is computed :



C=



( n1 − 1) C1 + ( n2 − 1) C2 n1 + n2 − 2



(29)



The Box M-statistic is then obtained :



M = ν (n 1 − 1) ln C1−1C + ( n 2 − 1) ln C −2 1C   



(30)



with



ν =1−



 2p 2 + 3p − 1  1 1 1 + −   6(p − 1)  n1 − 1 n 2 − 1 n 1 + n 2 − 2 



(31)



and the parameter CV is defined as:



CV = e



−M



n1 + n 2 − 2



(32)
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If CV is close to 1, both the volume and the direction of the data sets are comparable. The third and last test compares the data set centroids. To do this, the squared Mahalanobis distance D2 between the means of each data set is computed :



D 2 = (x1 − x 2 )'C −1(x1 − x 2 )



(33)



C is defined as in eqn (21), and from this value, a parameter F is defined as:



F=



n1n 2 ( n1 + n 2 − p − 1) D2 p(n1 + n 2 )( n1 + n 2 − 2)



(34)



F follows a Fisher-Snedecor distribution, with p and n1+n2-p-1 degrees of freedom. As already stated these tests are not needed when a selection algorithm is used. With some selection algorithms they would even be contra- indicated. For instance, the test that compares variances cannot be applied for calibration sets selected by the D-optimal design, because the most extreme samples are selected and the calibration set will necessarily have a larger variance than the original set.



9. Non-linearity Sources of non- linearity in spectroscopic methods are described in [76], and can be summarised as due to : 1 - violations of the Beer-Lambert law 2 - detector non- linearity's 3 - stray light 4 - non- linearity's in diffuse reflectance/transmittance 5 - chemically-based non- linearities 6 - non- linearities in the property/concentration relationship. Methods, based on ANOVA, proposed by Brown [77] and Xie et al (non- linearity tracking analysis algorithm) [78] detect non-linear variables, which one may decide to delete. There seems to be little
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expertise available in the practical use of these methods. Moreover, non-linear regions may contain interesting information. The methods should therefore be used only as a diagnostic, signalling that nonlinearities occur in specific regions. If it is later found that the MLR model is not as good as was hoped, or is more complex than expected, it may be useful to see if better results are obtained after elimination of the more non- linear regions. Most methods for detection of non- linearity depend on visual evaluation of plots. A classical method is to plot the residuals against y or the fitted (predicted) response yˆ for the complete model [79,80,54]. The latter is to be preferred, since it removes some of the random error which could make the evaluation more difficult (Fig. 11-b). This is certainly the case when the imprecision of y is relatively large. Non-linearity typically leads to residuals of one sign for most of the samples with mid-range yvalues, whereas most of the samples with low or high y- value have residuals of the opposite sign. The runs test [1] examines whether an unusual pattern occurs in a set of residuals. In this context a run is defined as a series of consecutive residuals with the same sign. Figure 11-d would lead to 3 runs and the following pattern: “ + + + + + + + - - - - - - + + +“. From a statistical point of view long runs are improbable and are considered to indicate a trend in the data, in this case a non- linearity. The test therefore consists of comparing the number of runs with the number of samples. Similarly, the Durbin Watson test examines the null hypothesis that there is no correlation between successive residuals. In this case no trend occurs. The runs or Durbin-Watson tests should be carried out as a complement to the visual evaluation and not as a replacement.
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Fig. 11. Tools for visual detection of non-linearities : a) PRP plot b) RP plot
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Fig. 11. Tools for visual detection of non-linearities : c) e-RP plot d) ApaRP plot



A classical statistical way to check for non- linearities in one or more variables in multiple linear regression is based on testing whether the model improves significantly when a squared term is added. One compares



y i = b 0 + b1 x i + b 2 x 2i + e i



(35)



to
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y i = b *0 + b *1 x i + e*i



(36)



xi being the values of the x-variable investigated for object i. A one-sided F-test can be employed to check if the improvement of fit is significant. One can also apply a two-sided t-test for checking if b2 is significantly different from 0. The calculated t-value is compared to the t-test value with (n-3) degrees of freedom, at the desired level of confidence. It can be noted that This can be applied also when the variables are PC scores to the linear model [2]. All these methods are lack-of-fit methods and it is probable that they will also indicate lack-of-fit when the reason is not non-linearity, but the presence of outliers. Caution is therefore required. We prefer the runs or the Durbin Watson tests, in conjunction with visual evaluation of the partial response plot or the Mallows plot. It should be noted that many of the methods described here require that a model has already been built. In this sense, this chapter should come after the chapters 10 and 11. However, we recommend that nonlinearity be investigated at least partly before the model is built by plotting very significant variables if available (e.g. peak maxima in Raman spectroscopy) or the scores of the first PCs as a function of y (e.g. for NIR data). If a clear non- linear relationship with y is obtained with one of these variables/PCs, it is very probable that a non-linear approach is to be preferred. If no non-linearity is found in this step, then one should, after obtaining a linear model (chapters 10 and 11) check again e.g. using Mallows plot and the runs test to confirm linearity.



10. Building the model When variables are not correlated and more samples than variables are available, the model can be built simply using all of the variables. This usually happens for non-spectroscopic data. This situation can however also arise in the case of very specific spectroscopic applications, for instance when using a simultaneous ICP-AES instrument equipped with only few photo-multiplicators fixed to emission on specific wavelengths. In some other particular cases, expert knowledge can be used to select very few variables out of a spectrum. For instance, in Raman or Atomic Emission spectroscopy, compounds in a mixture can be represented by neat and narrow peaks. Building the model can then simply consist in selecting the variables corresponding to the maxima of peaks representative for the product which
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concentration has to be predicted. The extreme case being the situation when only one variable is necessary to obtain satisfying prediction, leading to a univariate model.



However, modern spectroscopic instruments usually generate a very high number of variables, exceeding by far the number of available samples (objects). In current applications, and in particular in NIR spectroscopy, variable selection is therefore needed to overcome the problems of matrix underdetermination and correlated variables. Even when more objects than variables are available, it can be interesting to select only the most representative variables in order to obtain a simpler model. In the majority of cases, building the MLR model therefore consists in performing variable selection : finding the subset of variables that has to be used.



10.1. Stepwise approaches The most classical variable selection approach, which is found in many statistical packages, is called stepwise regression [1,2]. This family of methods consists in optimising the subset of variables used for calibration by adding and/or removing them one by one from the total set. The so-called forward selection procedure consists in first selecting the variable that is best correlated with y. Suppose this is found to be xi. The model is at this stage restricted to y = f (xi). The regression coefficient b obtained from the univariate regression model relating xi to y is tested for significance using a t-test at the considered critical level α = 1 or 5 %. If it is not found to be significant, the process stops and no model is built. Otherwise, all other variables are tested for inclusion in the model. The variable xj which will be retained for inclusion together with xi is the one that, when added to the model, leads to the largest improvement compared to the original univariate model. It is then tested whether the observed improvement is significant. If not, the procedure stops and the model is restricted to y = f(xi). If the improvement is significant, xj is definitively incorporated in the model that becomes bivariate : y = f (xi,xj). The procedure is repeated for a third variable to be included in the model, and so on until finally no further improvement can be obtained. Several variants of this procedure can be used. In backward elimination, the selection is started with all variables included in the model. The least significant ones are successively eliminated in a comparable way as in forward selection. Forward and backward steps can be combined in order to obtain a more sophisticated stepwise selection procedure. As is the case in forward selection, the first variable xi
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entered in the model is the most correlated to the property of interest y. The regression coefficient b obtained from the univariate regression model relating xi to y is tested for significance. The next step is forward selection. The variable xj that yields the highest Partial Correlation Coefficient (PCC) is included in the model. The inclusion of a new variable in the model can decrease the contribution of a variable already included and make it non-significant. After each inclusion of a new variable, the significance of the regression terms (b ixi) already in the model is therefore tested, and the nonsignificant terms are eliminated from the equa tion. This is the backward elimination step. Forward selection and backward elimination are repeated until no improvement of the model can be achieved by including a new variable, and all the variables already included are significant. Such stepwise approaches using both forward and backward steps are usually the most efficient.



10.2. Genetic algorithms Genetic algorithms can also be used for variable selection. They were first proposed by Holland [81]. They were introduced in chemometrics by Lucasius et al [82] and Leardi et al [83]. They were applied for instance in multivariate calibration for the determination of certain characteristics of polymers [84] or octane numbers [85]. Reviews about applications in chemistry can be found in [86,87]. There are several competing algorithms such as simulated annealing [88] or the immune algorithm [89]. Genetic Algorithms are general optimisation tools aiming at selecting the fittest solution to a problem. Suppose that, to keep it simple, 9 variables are measured. Possible solutions are represented in figure 12. Selected variables are indicated by a 1, non-selected variables by a 0.
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Fig. 12. A set of solutions for feature selection from nine variables for MLR.



0



Such solutions are sometimes called chromosomes in analogy with genetics. A set of such solutions is obtained by random selection (several hundreds chromosomes are often generated in real applications). For each solution an MLR model is built using an equation such as (1) and the sum of squares of the resid uals of the objects towards that model is determined. One says that the fitness of each solution is determined : the smaller the sum of squares the better the model describes the data and the fitter the corresponding solutions are. Then follows what is described as the selection of the fittest (leading to names such as genetic algorithms or evolutionary computation). For instance out of the, say 100 original solutions, the 50 fittest are retained. They are called the parent generation. From these is obtained a child generation by reproduction and mutation. Reproduction is explained in figure 13. Two randomly chosen parent solutions produce two child solutions by cross over. The cross over point is also chosen randomly. The first part of solution 1 and the second part of solution 2 together yield child solution 1’. Solution 2’ results from the first part of solution 2 and the second of solution 1. The child solutions are added to the selected parent solutions to form a new generation. This is repeated for many generations and the best solution from the final generation is retained.
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Fig. 13. Genetic algorithms: the reproduction step. The cross over point is indicated by the * symbol.
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Each generation is additionally submitted to mutation steps. Randomly chosen bits of the solution string are changed here and there (0 to 1 or 1 to 0). This is applied in figure 14. The need for the mutation step can be understood from figure 12. Suppose that the best solution is close to one of the child solutions in that figure, but should not include variable 9. However, because the value for variable 9 is 1 in both parents, it is also unavoidably 1 in the children. Mutation can change this and move the solutions in a better direction.
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Fig. 14. Genetic algorithms: the mutation step. The mutation point is indicated by the * symbol.
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11. Model optimisation and validation 11.1. Training, optimisation and validation The determination of the optimal complexity of the model (the number of variables that should be included in the model) requires the estimation of the prediction error that can be reached. Ideally, a distinction should be made between training, optimisation and validation. Training is the step in which the regression coefficients are determined for a given model. In MLR, this means that the b-coefficients are determined for a model that includes a given set of variables. Optimisation consists in comparing different models and deciding which one gives best prediction. Validation is the step in which the prediction with the chosen model is tested independently. In practice, as we will describe later, because of practical constraints in the number of samples and/or time, less than three steps are often included. In particular, analysts rarely make a distinction between optimisation and validation and the term validation is then sometimes used for what is essentially an optimisation. While this is acceptable to some extent, in no case should the three steps be reduced to one. In other words, it is not acceptable to draw conclusions about optimal models and/or quality of prediction using only a training step. The same data should never be used for training, optimising and validating the model. If this is done, it is possible and even probable that an overfit of the model will occur, and prediction error obtained in this
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way may be over-optimistic. Overfitting is the result of using a too complex model. Consider a univariate situation in which three samples are measured. The y = f(x) model really is linear (first order), but the experimenter decides to use a quadratic model instead. The training step will yield a perfect result: all points are exactly on the line. If, however, new samples are predicted, then the performance of the quadratic model will be worse than the performance of the linear one.



11.2. Measures of predictive ability Several statistics are used for measuring the predictive ability of a model. The prediction error sum of squares, PRESS, is computed as :



n



n



i =1



i =1



PRESS = ∑ ( y i − yˆi ) 2 = ∑ ei2



(37)



where yi is the actua l value of y for object i and yˆi the y-value for object i predicted with the model under evaluation, ei is the residual for object i (the difference between the predicted and the actual yvalue) and n is the number of objects for which yˆ is obtained by prediction. The mean squared error of prediction (MSEP) is defined as the mean value of PRESS :
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Its square root is called root mean squared error of prediction, RMSEP:
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All these quantities give the same information. In the chemometrics literature it seems that RMSEP values are preferred, partly because they are given in the same units as the y-variable.



11.3. Optimisation The RMSEP is determined for different models. For instance, with stepwise selection, a models can be built using a t-test significance level of 1%, and another a t-test significance level of 5%. With genetic algorithms, various models can be obtained with different numbers of variable. The result can be presented as a plot showing RMSEP as a function of the number of variables and is called the RMSEP curve. This curve often shows an intermediate minimum and the number of variables for which this occurs is then considered to be the optimal co mplexity of the model. This can be a way of optimising the output of stepwise selection procedure (optimising the number of variables retained). A problem which is sometimes encountered is that the global minimum is reached for a model with a very high complexity. A more parsimonious model is often more robust (the parsimonity principle). Therefore, it has been proposed to use the first local minimum or a deflection point is used instead of the global minimum. If there is only a small difference between the RMSEP of the minimum and a model with less complexity, the latter is often chosen. The decision on whether the difference is considered to be small is often based on the experience of the analyst. We can also use statistical tests that have been developed to decide whether a more parsimonious model can be considered statistically equivalent. In that case the more parsimonious model should be preferred. An F-test [90,91] or a randomisation t-test [92] have been proposed for this purpose. The latter requires less statistical assumptions about data and model properties, and is probably to be preferred. However in practice it does not always seem to yield reliable results.



11.4. Validation The model selected in the optimisation step is applied to an independent set of samples and the yvalues (i.e. the results obtained with the reference method) and yˆ -values (the results obtained with multivariate calibration) are compared. An example is shown in figure 15. The interpretation is usually done visually : does the line with slope 1 and intercept 0 represent the points in the graph sufficiently well ? It is necessary to check whether this is true over the whole range of concentrations (non-
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linearity) and for all meaningful groups of samples, e.g. for different clusters. If a situation is obtained when most samples of a cluster are found at one side of the line, a more complex modelling method (e.g. locally weighted regression [31, 46]) or a model for each separate cluster of samples may yield better results.



Fig. 15. The measured property (y) plotted against the predicted values of the property(yhat).



Sometimes a least squares regression line between y and yˆ is obtained and a test is carried out to verify that the joint confidence interval contains slope = 1 and intercept = 0 [93]. Similarly a paired t-test between y and yˆ values can be carried out. This does not obviate, however, the need for checking nonlinearity or looking at individual clusters. An important question is what RMSEP to expect ? If the final model is correct, i.e. there is no bias, then the predictions will often be more precise than those obtained with the reference method [94,10,95], due to the averaging effect of the regression. However, this cannot be proved from measurements on validation samples, the reference values of which were obtained with the reference method. The RMSEP value is limited by the precision (and accuracy) of the reference method. For that reason, RMSEP can be applied at the optimisation stage as a kind of target value. An alternative way of deciding on model complexity therefore is to select the lowest complexity which leads to an RMSEP value comparable to the precision of the reference method.
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11.5. External validation In principle, the same data should not be used for developing, optimising and validating the model. If we do this, it is possible and even probable that we will overfit the model and prediction errors obtained in this way may be over-optimistic. Terminology in this field is not standardised. We suggest that the samples used in the raining step should be called the training set, those that are used in optimisation the evaluation set and those for the validation the validation set. Some multivariate calibration methods require three data sets. This is the case when neural nets are applied (the evaluation set is then usually called the monitoring set). In PCR and related methods, often only two data sets are used (external validation) or, even only one (internal validation). In the latter case, the existence of a second data set is simulated (see further chapter 11.6). We suggest that the sum of all sets should be called the calibration set. Thus the calibration set can consist of the sum of training, evaluation and validation sets, or it can be split into a training and a test set, or it can serve as the single set applied in internal validation. Applied with care, external and internal validation methods will warn against overfitting. External validation uses a completely different group of samples for prediction (sometimes called the test set) from the one used for building the model (the training set). Care should be taken that both sample sets are obtained in such a way that they are representative for the data being investigated. This can be investigated using the measures described for representativity in chapter 8. One should be aware that with an external test set the prediction error obtained may depend to a large extent on how exactly the objects are situated in space in relationship to each other. It is important to repeat that, in the presence of measurement replicates, all of them must be kept together either in the test set or in the training set when data splitting is performed. Otherwise, there is no perturbation, nor independence, of the statistical sample. The preceding paragraphs apply when the model is developed from samples taken from a process or a natural population. If a model was created with artificial samples with y-values outside the expected range of y-values to be determined, for the reasons explained in chapter 8, then the test set should contain only samples with y-values in the expected range.
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11.6. Internal validation One can also apply what is called internal validation. Internal validation uses the same data for developing the model and validating it, but in such a way that external validation is simulated. A comparison of internal validation procedures usually employed in spectrometry is given in [96]. Four different methodologies were employed: a. Random splitting of the calibration set into a training and a test set. The splitting can then have a large influence on the obtained RMSEP value. b. Cross-validation (CV), where the data are randomly divided into d so-called cancellation groups. A large number of cancellation groups corresponds to validation with a small perturbation of the statistical sample, whereas a small number of cancellation groups corresponds to a heavy perturbation. The term perturbation is used to indicate that the data set used for developing the model in this stage is not the same as the one developed with all calibration objects, i.e. the one, which will be applied in chapters 13 and 14. Too small a perturbation means that overfitting is still possible. The validation procedure is repeated as many times as there are cancellation groups. At the end of the validation procedure each object has been once in the test set and d-1 times in the training set. Suppose there are 15 objects and 3 cancellation groups, consisting of objects 1-5, 6-10 and 11-15. We mentioned earlier that the objects should be assigned randomly to the cancellation groups, but for ease of explanation we have used the numbering above. The b-coefficients in the model that is being evaluated are determined first for the training set consisting of objects 6-15 and objects 1-5 function as test set, i.e. they are predicted with this model. The PRESS is determined for these 5 objects. Then a model is made with objects 1-5 and 11-15 as training and 6-10 as test set and, finally, a model is made with objects 1-10 in the training set and 11-15 in the test set. Each time the PRESS value is determined and eventually the three PRESS values are added, to give a value representative for the whole data set (PRESS values are more indicated here to RMSEP values, because PRESS values are variances and therefore additive). c. leave-one-out cross-validation (LOO-CV), in which the test sets contain only one object (d = n). Because the perturbation of the model at each step is small (only one object is set aside), this procedure tends to overfit the model. For this reason the leave- more-out methods described above may be preferable. The main drawback of LOO-CV is that the computation is slow because a model has to be developed for each object.
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d. Repeated random splitting (repeated evaluation set method) (RES) [96]. The procedure described in a is repeated many times. In this way, at the end of the validation procedure, one hopes that an object has been in the test set several times with different companions. Stable results are obtained after repetition of the procedure several times (even hundreds of times). To have a good picture of the prediction error, low and high percentages of objects in the evaluation set have to be used.



12. Random correlation 12.1. The Random Correlation issue



Fig. 16. The 16 wavelengths selected by the Stepwise selection method for Stepwise-MLR calibration results (RMSECV) obtained for a random (20 x 100) spectral matrix and a random (1 x 20) concentration vectors.



Let us consider a simulated X spectral matrix made of 20 spectra with 100 wavelengths filed with random values between 0 and 100. And a y matrix of 20 random values between 0 and 10. The Stepwise selection applied on such a data set will surprisingly lead to sometimes retain a certain number of variables (Fig. 16). If cross validation is performed to validate the obtained model, RMSECV results can even look as the model is very efficient in predicting y (tab le 1). This phenomenon is common for stepwise variable selection applied to noisy data. It has already been described [97,98], and is referred to as random correlation or chance correlation.
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Table 1. Stepwise-MLR calibration results (RMSECV) obtained for a random (20 x 100) spectral matrix and 3 different random (1 x 20) concentration vectors. In most of the case, the method would find correlated variables and a model is built only on chance correlated variables. α =1%



α =5%



RMSECV



# variables



RMSECV



# variables



Y matrix # 1



2.0495



2



0.1434



12



Y matrix # 2



No result



No variable correlated



0.0702



14



Y matrix # 3



2.0652



2



0.0041



16



12.2. Random Correlation on real data This phenomenon is illustrated here in a spectacular manner on simulated data, but it must be noted that this can also happens on real spectroscopic data. For instance, a model is built relating Raman spectra of 5-compounds mixtures [99] to the concentration of one of these compounds (called MX). Figure 17 shows the variables retained to model the MX product. The selected variables are represented by stars on the spectrum of a typical mixtures containing equivalent quantities of the 5 products. The RMSECV is found to be suspiciously low comp ared to the RMSECV of the univariate model built using only the first selected variable (maximum of the MX peak).
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Fig. 17. Wavelengths selected by the Stepwise selection method for the MX model, and order of selection of those variables. Displayed on the spectrum of a typical mixture containing all of the 5 components.



The variable selection does not seem correct. The first variable is as expected retained on the maximum of the MX peak, but all the other variables are selected in unin formative parts of the spectrum. The correlation coefficients of these variables with y are quite high (table 2). Table 2. Model built with Stepwise selection for the meta-xylene (17 first variables only). The correlation coefficient and the regression coefficient for each of the selected variables are also given.



Order of selection



1



2



3



4



5



6



7



8



9



Index of variable



398



46



477



493



63



45



14



80



463



Correlation coefficient



0.998



-0.488



0.221



0.134



-0.623



-0.122



0.565



-0.69



0.09



Regression coefficient



0.030



-4.47



1.50



0.97



-3.15



-1.36



3.26



-3.01



0.35



Order of selection



10



11



12



13



14



15



16



17



…



Index of variable



47



94



425



77



442



90



430



423



115
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Correlation coefficient



-0.4



-0.599



0.953



-0.67



0.61



-0.54



0.94



0.95



-0.39



Regression coefficient



-3.41



-1.59



0.80



-3.32



1.79



-1.57



0.96



0.77



-0.27



These variables also happen to have high associated regression coefficients in the model. This leads to the fact that even if the Raman intensity for those wavelengths is quite low (points located in the baseline), they take a significant importance in the model. Using the regression coefficient obtained for a particular variable, and the average Raman intensity for the corresponding wavelength, it is possible to evaluate the weight this variable has in the MLR model (table 3). One can see that the relative importance of variable number 80 (selected in eighth position) is about one third of the importance of the first selected variable. This is the reason why the last selected variables are still considered important by the selection procedure and lead to a dramatic improvement of the RMSECV. In this particular case, this improvement is not the sign of a better model, but it shows the failure of stepwise selection combined with cross validation. Table 3. Evaluation of the relative importance of selected variables in the MLR model built with Stepwise variable selection for meta-xylene. Order of selection



Index of variable



Correlation coefficient



Regression coefficient



Raman intensity



Weight in the model



1



398



0.9981



0.0298



1029.2



30.67



4



493



0.1335



0.9663



8.01



7.74



8



80



-0.69



-3.01



3.41



-10.26



12.3. Avoiding Random Correlation Stepwise selection is known to be often subject to random correlation when applied to noisy data. It must be noted that this phenomenom can also happen with more sophisticated variable selection
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methods like Genetic Algorithm [100,99]. Occurrence of random correlation was even reported with latent variables methods like PCR or PLS [98]. When using variable selection methods, one has therefore to be extremely careful in the interpretation of the cross- validation results. This shows the necessity of external validation since a model built using chance correlated variables would see its performances considerably deteriorate when tested on an external test set.



The most efficient way to eliminate chance correlation on spectroscopic data is to desoise the spectra. Method such as Fourier or Wavelets filtering (see chapter 3) have proven efficient for this purpose. A modified version of the stepwise algorithm was also proposed to reduce the risk of random correlation [99]. The main idea is the same as in Stepwise, the forward selection and backward elimination steps are maintained. The difference lies in the fact that each time a variable xj is selected for entry in the model, an iterative process begins : •



A new variable is built. This variable xj1 is made of the average Raman scattering value of a 3-



point window centred on xj (from xj-1 to xj+1 ). If xj1 yields a higher PCC than xj, it becomes the new candidate variable. •



A second new variable, xj2 (average Raman scattering value of points xj-2 to xj+2) is built, it is



compared with xj1 , and the process goes on. •



When the enlargement of the window does not lead to a variable xj(n+1) with a better PCC than



xjn , the method stops and xjn enters the model. Selecting an (2n+1)-points spectral window instead of a single wavelength implies a local averaging of the signal. This should reduce the effect of noise in the prediction step. Moreover, as the first variables entered into the model (most important ones) yield a better PCC, less uninformative variables should be retained since the next best variables will not be able to improve significantly the model.



13. Outlying objects in the model In Chapter 7 we explained how to detect possible outliers before the modelling, i.e. in the y and/or xspace. When the model has been built, we should check again for the possibility that outliers in the Xy-space are present, i.e. objects that do not fit the true model well (outliers toward the model). The difficulty with this is that such outlying objects influence (bias) the model obtained, often to such an
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extent that it is not possible to see that the objects are outliers to the true model. Diagnostics based on the distance from the model obtained may therefore not be effective. Consider the univariate case of figure 18. The outlier (*) to the true model attracts the regression line (exerts leverage), but cannot be identified as an outlier because its distance to the obtained regression line is not significantly higher than for some of the other objects. Object (*) is then called influential and one should therefore concentrate on finding such influential objects.



Fig. 18. Illustration of the effect of an outlier (*) to the true model (---) influencing the regression line (___ ).



There is another difficulty, that the presence of outliers can leads to the inclusion in the MLR model of additional variables taking the specific spectral features of the outlying spectrum into account. The outlier will then be masked, i.e. it will no longer be visible as a departure from the model. If possible outliers were flagged in the x-space (chapter 7), but it was decided not to reject them yet, one should first concentrate on these candidate outliers. MLR models should be made removing one of the outliers in turn, starting with the most suspect object. If the model obtained after deletion of the candidate outlier has a clearly lower RMSEP, or a similar RMSEP but a lower comple xity, the outlier should be removed. If only a few candidate outliers remain after this step (not more than 3) one can also look at MLR models in which each of the possible combinations of 2 or 3 outliers was removed. In this way one can detect outliers that are jointly influential. It should be noted however that a conservative approach should be adopted to the rejection of outliers. If one outlier and, certainly, if more than a few outliers are rejected we should consider whether perhaps there is something
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fundamentally wrong and review the whole process including the chemistry, the measurement procedure and the initial selection of samples. The next step is the study of residuals. A first approach is visual. One can make a plot of yˆ against y. If this is done for the final model, it is likely that, for the reasons outlined above, an outlier will not be visible. One way of studying the presence of influential objects, is therefore not to study the residuals for the final model but the residuals for the model with 1, 2, ..., a variables, because in this way we may detect outliers on specifics variables. If an object has a large residual on a model using, say, two variables, but a small residual when three or more variables are added, it is possible these extra variables are included in the model only to allow for this particular object. This object is then influential. We can provisionally eliminate the object, carry out MLR again and, if a more parsimonious model with at least equal predictive ability is reached, may decide to eliminate the object completely. Studying residuals from a model can also be done in a more formal way. To do this one predicts all calibration objects with the partial or full model and computes the residuals as the difference between the observed and the fitted value :



e i = y i − yˆ i



(40)



where e i is the residual, yi the y-value and yˆ i the fitted y-value for object i. The residuals are often standardised by dividing ei by the square root of the residual variance s2 :



s2 =



n 1 2 ∑ ei n − p i=1



(41)



Object i has an influence on its own prediction (described by the leverage hi, see chapter 7), and therefore, some authors recommend using the internally studentized residuals:



ti =



ei



(42)



s 1 − hi
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The externally studentized residuals, also called the jack-knifed or cross-validatory residuals, can also be used. They are defined as



t(i) =



ei



(43)



s(i) 1 − h i



where s(i) is estimated by computing the regression without object i and pi is the leverage. For high leverages (hi close to 1) t i and t(i) will increase and can therefore reach significance more easily. The computation of t(i) requires a leave-one-out procedure for the estimation of s(i), which is time cons uming, so that the internally studentized version is often preferred. An observation is considered to be a large residual observation if the absolute value of its studentized residual exceeds 2.5 (the critical value at the 1% level of confidence, which is preferred to the 5% level of confidence, as is always the case when contemplating outlier rejection). The masking and swamping effects for multiple outliers that we described in chapter 7 in the x-space, can also occur in regression. Therefore the use of robust methods is of interest. Robust regression methods are based on strategies that fit the majority of the data (sometimes called clean subsets). The resulting robust models are therefore not influenced by the outliers. Least median of squares, LMS [57,101] and the repeated median [102] have been proposed as robust regression techniques. After robust fitting, outliers are detected by studying the residual of the objects from the robust model. The performance of these methods has been compared in [103]. Genetic algorithms or simulated annealing can be applied to select clean subsets according to a given criterion from a larger population. This lead Walczak et al. to develop their evolution program, EP [104,105]. It uses a simplified version of a genetic algorithm to select the clean subset of objects, using minimalisation of RMSEP as a criterion for the clean subset objects. The percentage of possible outliers in the data set must be selected in advance. The method allows the presence of 49% of outlying points, but the selection of such a high number risks the elimination of certain sources of variation from the clean subset and the model. The clean subset should therefore contain at least 90%, if not 95%, of the objects. Other algorithms based on the use of clean subset selection have been proposed by Hadi and Simeonoff [106] and Hawkins et al [107] and by Atkinson and Mukira [108]. Unfortunately none of these methods have been studied to such an extent that they can be recommended in practice.
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If a candidate outlier is found to have high leverage and also a high residual, using one of the above methods, it should be eliminated. High leverage objects that do not have a high standardised residual stabilise the model and should remain in the model. High residual, low leverage outliers will have a deleterious effect only if the residual is very high. If such outliers are detected then one should do what we described in the beginning of this chapter, i.e. try out MLR models without them. They should be rejected only if the model build without them has a clearly lower RMSEP or a similar RMSEP and lower complexity.



14. Using the model Once the final model has been developed, it is ready for use : the calibration model can be applied to spectra of new samples. It sho uld be noted that the data pre-processing and/or pre-treatment selected for the calibration model must also be applied to the new spectra and this must be done with the same parameters (e.g. same ideal spectrum for MSC, same window and polynomial size for Savitzky-Golay smoothing or derivation, etc.). For mean-centering or autoscaling, the mean and standard deviation used in the calibration stage must be used for in the pre-treatment of the new spectra. Although it is not the subject of this article, which is restricted to the development of a model, it should be noted that to ensure quality of the predictions and validity of the model, the application of the model over time also requires several applications of chemometrics. The following subjects should be considered : • Quality control : it must be verified that no changes have occurred in the measurement system. This can be done for instance by applying system suitability checks and by measuring the spectra of standards. Multivariate quality control charts can be applied to plot the measurements and to detect changes [109,110]. • Detection of outliers and inliers in prediction : the spectra must belong to the same population as the objects used to develop the calibration model. Outliers in concentration (outliers in y) can occur. Samples can also be different from the ones used for calibration, because they present sources of variance not taken into account in the model. Such samples are then outliers in X. In both cases, this leads to extrapolation outside the calibration space so that the results obtained are less accurate. MLR can be robust to slight extrapolation, but this is less true when non-linearity occurs. More extreme
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extrapolation will lead to unacceptable results. It is therefore necessary to investigate whether a new spectrum falls into the spectral domain of the calibration samples. As stated in chapter 7, we can in fact distinguish outliers and inliers. Outliers in y and in X can be detected by adaptations of the methods we described in Chapter 7. Inliers are samples which, although different from the calibration samples, lie within the calibration space. They are located in zones of low (or null) density within the calibration space: for instance, if the calibration set consists of two clusters, then an inlier can be situated in the space between the two clusters. If the model is non- linear, their prediction can lead to interpolation error. Few methods have been developed to detect inliers. One of them is the potential function method of Jouan-Rimbaud et al. (chapter 7) [61]. If the data set is known to be relatively homogeneous (by application of the methods of chapter 6), then it is not necessary to look for inliers. • Updating the models : when outliers or inliers were detected and it has been verified that no change has occurred in the measurement conditions, then one may consider adding the new samples to the calibration set. This makes sense only when it has been verified that the samples are either of a new type or an extension of the concentration domain and that it is expected that similar new samples can be expected in the future. Good strategies to perform this updating with a minimum of work, i.e. without having to take the whole extended data set through all the previous steps, do not seem to exist. • Correcting the models (or the spectra): when a change has been noticed in the spectra of the standards, for instance in a multivariate QC chart, and the change cannot be corrected by changes to the instrumental, this means that spectra or model must be corrected. When the change in the spectra is relatively small and the reason for it can be established [110], e.g. a wavelength shift, numerical correction is possible by making the same change to the spectra in the reverse direction. If this is not the case, it is necessary to treat the data as if they were obtained on another instrument and to apply methods for transfer of calibration from one instrument to another. A review about such methods is given in [111].



15. Conclusions It will be clear from the preceding chapters that developing good multivariate calibration models requires a lot of work. There is sometimes a tendency to overlook or minimise the need for such a careful approach. The deleterious effects of outliers are not so easily observed as for univariate
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calibration and are therefore sometimes disregarded. Problems such as heterogeneity or nonrepresentativity can occur also in univariate calibration models, but these are handled by analytical chemists who know how to avoid or cope with such problems. When applying multivariate calibration, the same analysts may have too much faith in the power of the mathematics to worry about such sources of errors or may have difficulties in understanding how to tackle them. Some chemometricians do not have analytical backgrounds and may be less aware of the possibility that some sources of error can be present. It is therefore necessary that strategies should be made available for systematic method development that include the diagnostics and remedies required and that analysts should have a better comprehension of the methodology involved. It is hoped that this article will help to some degree in reaching this goal. As stated in the introduction, we have chosen to consider MLR, because it is easier to explain. This is an important advantage, but it does not mean that other methods have no other advantages. By performing MLR on the scores of a PCA model, PCR avoid the variable selection procedure. Partial least squares (PLS) and PCR usually give results of equal quality but PLS can be numerically faster when optimised algorithms such as SIMPLS [112] are applied. Methods that have been specifically developed for non-linear data, such as neural networks (NN), are superior to the linear methods whe n non-linearities do occur, but may be bad at predictions for outliers (and perhaps even inliers). Locally weighted regression (LWR) methods seem to perform very well for inhomogeneous data and for nonlinear data, but may require somewhat more calibration standards. In all cases however it is necessary to have strategies available that detect the need to use a particular type of method and that ensure that the data are such that no avoidable sources of imprecision or inaccuracy are present.
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CHAPTER III N EW TYPES OF D ATA : N ATURE OF THE D ATA SET



Like chapter 2, this chapter focuses on multivariate calibration. The work presented here can be seen as a direct application of the guidelines and methodology developed in the previous chapter. It shows how an industrial process can be improved by proper use of chemometrical tools. A very interesting aspect of this work is that is was performed on Raman spectroscopic data, which is a new field of application for chemometrical methods.



In the first paper in this chapter : “Multivariate calibration with Raman spectroscopic data : a case study”, it is shown how Multiple Linear Regression was found to be the most efficient method for this industrial application. The relatively poor quality of the data implied a huge effort on variable selection in order in particular to tackle the random correlation issue. Various approaches, including an innovative variable selection strategy suggested in chapter 2, were successfully tried. The second paper in this chapter : “Inverse Multivariate calibration Applied to Eluxyl  Raman data“ is an internal report written about the same industrial process. New measurements were performed after a new and more efficient Raman spectrometer was installed. Its quality completely changed the approach to be used on this data. Due to the improved signal/noise ratio, random correlation was no longer a problem. However, a slight non- linearity that could not be detected before became visible in the data, which implied the use of a non- linear method. Treating this high quality data with Neural Networks enabled to reach a quality in calibration never reached before on Eluxyl data.



Apart from giving illustrations of the principles developed in chapter 2, this chapter shows the applicability and superiority of chemometrical methods applied to Raman data. This conclusion is striking since Raman data were typically considered as sufficiently straightforward not to necessitate any sophisticated approach. It is now proven that Raman data can benefit not only from data pre-
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treatment, which was the only mathematical treatment considered necessary, but also from inverse multivariate calibration and such sophisticated methods as neural networks.



169



New Trends in Multivariate Analysis and Calibration



M ULTIVARIATE CALIBRAT ION WITH RAMAN SPECTROSCOPIC DATA : A CASE STUDY



Analytica Chimica Acta, 424 (2000) 185-201. F. Estienne and D.L. Massart *



N. Zanier-Szydlowski



Ph. Marteau



ChemoAC, Farmaceutisch Instituut, Vrije Universiteit Brussel, Laarbeeklaan 103, B-1090 Brussels, Belgium. E-mail: [email protected]



Institut Français du Pétrole (I.F.P.), 1-4 Avenue du Bois Préau, 92506 Rueil-Malmaison France



Université Paris Nord, L.I.M.P.H., Av. J.B. Clément, 93430 Villetaneuse France



ABSTRACT



An industrial process separating p-xylene from mainly other C 8 aromatic compounds is monitored with an online remote Raman analyser. The concentrations of six constituents are currently evaluated with a classical calibration method. The aim of the study being to improve the precision of the monitoring of the process, inverse calibration linear methods were applied on a synthetic data set, in order to evaluate the improvement in prediction such methods could yield. Several methods were tested including Principal Component Regression with Variable Selection, Partial Least Square Regression or Multiple Linear Regression with variable selection (Stepwise or based on Genetic Algorithm). Methods based on selected wavelengths are of great interest because the obtained models can be expected to be very robust toward experimental conditions. However, because of the important noise in the spectra due to short accumulation time, variable selection methods selected a lot of irrelevant variables by chance correlation. Strategies were investigated to solve this problem and build reliable robust models. These strategies include the use of signal pre-processing (smoothing and filtering in the Fourier or Wavelets domain), and the use of an improved variable selection algorithm based on the selection of spectral windows instead of single wavelengths when this leads to a better model. The best results were achieved with Multiple Linear Regression and Stepwise variable selection applied to spectra denoised in the Fourier domain. *
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1 - Introduction The Eluxyl process separates para- xylene from other C 8 aromatic compounds (ortho and meta-xylene, and either para-di-ethylbenzene or toluene used as solvent) by simulated moving bed chromatography [1]. The evolution of the process is monitored online using a Raman analyser equipped with optical fibres. The Raman scattering studied is in the visible range and is collected on a 2-dimensional Charge Coupled Device (CCD) detector that allows true simultaneous recordings. The Raman technique gives access to the fundamental vibrations of molecules by using either a visible or a near-IR excitation. This allows an easy attribution of the vibrational bands and the possibility to use classical calibration methods for quantitative analysis in non-complex mixtures. Nevertheless, taking into account small quantities (< 5 %) of impurities (i.e. C9 + compounds), the classical calibration method is naturally limited in precision if all the impurities are not clearly identified in the spectrum. The scope of this paper is to evaluate the improvement that could be achieved in terms of precision of the quantification by us ing inverse calibration methods. The work presented here is at the stage of a feasibility study aiming at showing that inverse calibration should be applied later on the industrial installations. Synthetic samples were therefore studied using a laboratory instrument. In order not to overestimate the possible improvements obtained, the study has been performed in the wavelength domain currently used and optimised for the classical calibration method. Moreover, the synthetic samples contained no impurities, leading to a situation optimal for the direct calibration method. It can therefore be expected that any improvement achieved in these conditions would be even more appreciable on the real industrial process. It is also important to evaluate which inverse calibration method is the most efficient, so that the implementation of the new system on the industrial process can be performed as quickly as possible.
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2 – Calibration Methods Bold upper-case letters (X) stand for matrices, bold lower-case letters (y) stand for vectors, and italic lower-case letters (h) stand for scalars.



2.1 - Comparison of classical and inverse calibration The main assumption when building a classical calibration model to determine concentrations from spectra is that the error lies in the spectra. The model can be seen as : Spectra = f (Concentrations). Or, in a matrix form :



R=C.K+E



(1)



where R is the spectral response matrix, C the concentration matrix, K the matrix of molar absorptivities of the pure components, and E the error matrix. This implies that it is necessary to know all the concentrations in order to build the model, if a high precision is required.



In inverse calibration, one assumes that the error lies in the measurement of the concentrations. The model can be seen as : Concentrations = f (Spectra). Or, in a matrix form:



C=P.R+E



(2)



where R is the spectral matrix, C the concentration matrix, P the regression coefficients matrix, and E the error matrix. A perfect knowledge about the composition of the system is then not necessary.



2.2 - Method currently used for the monitoring The concentrations are currently evaluated using a software [2] implementing a classical multivariate calibration method based on the measurement of the areas of the Raman peaks. It is assumed that there is a linear relationship between Raman intensity and the molar density of a substance. The Raman
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intensity collected also depends on other factors (excitation frequency, laser intensity, etc…), but those factors are the same for all of the bands in a spectrum. It is therefore necessary to work with relative concentrations for the substances. The relative concentration of a molecule j in a mixture including n types of molecules is obtained by calculating :



cj =



p j/ s



j



(3)



n



∑



i=1



p i /s



i



where pj is the theoretical integrated intensity of the Raman line due specifically to the molecule j, and σ j the relative cross section of this molecule. The cross section of a molecule represents the fact that different molecules, even when studied at the same concentration, can induce Raman scattering with different intensity.



The measured intensity mj of a peak is also due to the contribution of peaks from other molecules. For the method to take overlapping between peaks into account, the theoretical pj values must therefore be deduced from the experimentally measured integrated intensities m j (Fig. 1). The following system has to be solved :



a11 p1 +a21 p2 + a31 p3 + … + a i1 pi = m1 a12 p1 + a22 p2 + a32 p3 + … + a i2 pi = m2 …



(4)



a1j p1 + a2j p2 + a3j p3 + … + a ij pi = mn where the aij coefficients represent the contribution of the th i molecule on the integrated frequency domain corresponding to the jth molecule (Fig. 1).



The aij coefficients are deduced from the Raman spectra of pure components as being the ratio between the integrated intensity in the frequency domains of the jth and ith molecules respectively. The aii coefficients are equal to 1. The system (4) can be written in a matrix form as :



173



New Trends in Multivariate Analysis and Calibration



K . P = M → P = K −1 . M



(5)



The integrated intensities m of the matrix M were measured over frequency domains of 7 cm-1 centered on the maximum of the peaks (Fig. 1). This is of the order of their width at half height. The maxima have therefore to be determined before the calculation can be performed. The spectra of the five pure products are used for this purpose. The relative scattering cross-sections σ j are obtained from the spectra of binary equimolar mixtures of each of the molecules with one taken as a reference. Here, toluene is taken as a reference, this leads to : σ toluene = 1 σ j = σ (j / toluene) = pj / ptoluene



(6)



Once the p and σ values are known, the concentrations are obtained using equation (5). A more detailed description of the method is available in [2].



Fig. 1. Measured intensity mOX of the meta-xylene peak on the spectrum of a single component sample. The contribution of the meta-xylene peak under the ortho-xylene peak aMX/OX is also represented. The 7 cm-1 integration domains are filled in grey.



174



Chapter 3 – New Types of Data : Nature of the Data Set



2.3 - Stepwise Multiple Linear Regression (Stepwise MLR) Stepwise Multiple Linear Regression [3] is an MLR with variable selection. Stepwise selection is used to select a small subset of variables from the original spectral matrix X. The first variable xj entered in the model is the most correlated to the property of interest y . The regression coefficient b obtained from the univariate regression model relating xj to y is tested for significance using a t- test at the considered critical level α = 1 or 5 %. The next step is forward selection. This consists in including in the model the variable xi that yields the highest Partial Correlation Coefficient (PCC). The inclusion of a new variable in the model can decrease the contribution of a variable already included and make it non-significant. After each inclusion of a new variable, the significance of the regression terms (bi Xi) already in the model is therefore tested, and the non-significant terms are eliminated from the equation. This is the backward elimination step. Forward selection and backward elimination are repeated until no improvement of the model can be achieved by including a new variable, and all the variables already included are significant.



Stepwise variable selection method is known for sometimes selecting uninformative variables because of chance correlation to the property of interest. This can occur when the method is applied to noisy signals. In order to reduce this risk, a modified version of this algorithm was proposed. The main idea is the same as in Stepwise, the forward selection and backward elimination steps are maintained. The difference lies in the fact that each time a variable xj is selected for entry in the model, an iterative process begins : •



A new variable is built. This variable xj1 is made of the average Raman scattering value of a 3-



point window centred on xj (from xj-1 to xj+1 ). If xj1 yields a higher PCC than xj, it becomes the new candidate variable. •



A second new variable, xj2 (average Raman scattering value of points xj-2 to xj+2) is built, it is



compared with xj1 , and the process goes on. •



When the enlargement of the window does not lead to a variable xj(n+1) with a better PCC than



xjn , the method stops and xjn enters the model.



Selecting an (2n+1)-points spectral window instead of a single wavelength implies a local averaging of the signal. This should reduce the effect of noise in the prediction step. Moreover, as the first variables



175



New Trends in Multivariate Analysis and Calibration



entered into the model (most important ones) yield a better PCC, less uninformative variables should be retained.



2.4 - MLR with selection by Genetic Algorithm (GA MLR) Genetic Algorithms (GA) are used here to select a small subset of original variables in order to build an MLR model [4]. A population of k strings (or chromosomes) is randomly chosen from the original predictor matrix X. The chromosomes are made of genes (or bitfields) representing the parameters to optimise. In the case of variable selection, each gene is made of a single bit corresponding to an origina l variable. The fitness of each string is evaluated in terms of Root Mean Squared Error of Prediction, defined as :



RMSEP =



nt



∑ ( yˆ i − yi) / n 2



(7)



t



i =1



where nt is the number of objects in the test set, yi the known value of the property of interest for object i, and yˆ i the value of the property of interest predicted by the model for object i. With a probability depending on their fitness, pairs of strings are selected to undergo cross-over. Crossover is a GA operator consisting in mixing the information contained in two existing (parent) strings to obtain new (children) strings. In order to enable the method to escape a possible local minimum, a second GA operator, mutation, is introduced with a much lower probability. This means that each bit in the children strings may be randomly changed. In the algorithm used here [5], the children strings may replace members of the population of parent strings yielding a worse fit. This whole procedure is called a generation. It is iterated unt il convergence to a good solution is reached. In order to improve the variable selection, a backward elimination was added to ensure that all the selected variables are relevant for the model. The principle is the same as the backward elimination step in the Stepwise variable selection method.
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This method requires as input parameters the number of strings in each generation (size of the population), the number of variables in each string (number of genes per chromosome), the frequency of cross-over, mutatio ns and backward elimination, and the number of generations.



2.5 - Principal Component Regression with variable selection (PCR VS) This method includes two steps. The original data matrix X(n,p) is approximated by a small set of orthogonal Principal Components (PCs) T(n,a). A Multiple Linear Regression model is then built relating the scores of the PCs (independent variables) to the property of interest y(n,1) . The main difficulty of this method is to choose the number of PCs that have to be retained. This was done here by means of Leave One Out (LOO) Cross Validation (CV). The predictive ability of the model is estimated at several complexities (models including 1,2, … etc PCs) in terms of Root Mean Square Error of Cross Validation (RMSECV). RMSECV is defined as RMSEP (equ. 7) when yˆ i is obtained by cross validation. The complexity leading to the smallest RMSECV is considered as optimal in a first approach. In a second step, in order to avoid overfitting, more parsimonious models (smaller complexities, one or more of the last selected variables are removed) are tested to determine if they can be considered as equivalent in performance. The slightly worse RMSECV can in that case be compensated by a better robustness of the resulting model. This is done using a randomisation test [6]. This test is applied to check the equality of performance of two prediction methods or the same prediction method at two different complexities. In this study, the probability was estimated as the average of three calculations with 249 iterations each, and the alpha value used was 5%.



In the usual PCR [7], the variables are introduced into the model according to the percentage of variance they explain. This is called PCR top-down. But the PCs explaining the largest part of the global variance in X are not always the most related to y. In PCR with variable selection (PCR VS), the PCs are included in the model according to their correlation [8] with y, or their predictive ability [9].



2.6 - Partial Least Squares Regression (PLS) Similarly to PCR, PLS [10] reduces the data to a small number of latent variables. The basic idea is to focus only on the systematic variation in X that is related to y. PLS maximises the covariance between



177



New Trends in Multivariate Analysis and Calibration



the spectral data and the property to be modelled. The original NIPALS [11-12] algorithm was used in this study. In the same way as for PCR, the optimal complexity is determined by comparing the RMSECV obtained from models with various complexities. To avoid overfitting, this complexity is then confirmed or corrected by comparing the model leading to the smaller RMSECV with the more parsimonious ones using a randomisation test.



3– Signal Processing Methods 3.1 - Smoothing by moving average Smoothing by moving average (first order Savitzky-Golay algorithm [13]) is the simplest way to reduce noise in a signal. It has however important drawbacks. For instance, it modifies the shape of peaks, tending to reduce their height and enlarge their base. The size of the window chosen for the smoothing must be optimised in order not to reduce the predictive abilities of the models obtained.



3.2 - Filtering in Fourier domain Filtering was carried out in the Fourier domain [14]. The filtering method consists in applying a low pass filter [15] on the frequency domain : a frequency value, above which the Fourier coefficients should be kept, is selected. The cutoff frequency value was here automatically calculated on the bases of the power spectra (PS). The power spectrum of a function is the measurement of the signal energy at a given frequency. The narrowest peaks of interest in the signal are related to the minimum frequency to be kept in the Fourier domain. The energy corresponding to the non- informative peaks is calculated, and the power spectra are used to determine which frequencies should be kept depending on this value.



3.3 - Filtering in Wavelet Domain The main steps of signal denoising in Wavelet domain are the decomposition of the signal, the thresholding, and the reconstruction of the denoised signal [16]. The wavelet transform of a discrete signal f is obtained by :
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w = Wf



(8)



where w is a vector containing wavelet transform coefficients and W is the matrix of the wavelet filter coefficients.



The coefficients in W are derived from the mother wavelet function. The Daubechies family wavelet was used here. To choose the relevant wavelet coefficients (those related to the signal) a threshold value is calculated. Many methods are available. This was done here using the method kno wn as universal thresholding [17] (ThU) in which the threshold level is calculated from the standard deviation of the noise. Once the threshold is known, two different approaches are generally used, namely hard and soft thresholding. Soft thresholding [18] was used here, in this case the wavelet coefficients are reduced by a quantity equal to the threshold value.



When the relevant wavelet coefficients wt are determined, the denoised signal ft can be rebuilt as :



ft = W’ wt



(9)



4 - Experimental 4.1 - Data set The data set was made of synthetic mixtures prepared from products previously analysed by gas chromatography in order to assess their purity. Those mixtures were designed to cover a wide range of concentrations representative for all the possible situations on the process. Only the spectra of the “pure” products and the binary mixtures are required to build the model in case of the classical calibration method. For all the inverse calibration methods, all the samples (except the replicates) are used in the model building phase.



The data set consists of 52 spectra :
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-



1 spectrum for each of the 5 pure products (toluene, meta, para, and ortho-Xylene, and ethylbenzene)



-



9 spectra of binary p-xylene / m-xylene mixtures (concentrations from 10/90 to 90/10 with a 10% step)



-



10 equimolar binary mixtures consisting of all binary mixtures which can be prepared from the five pure products.



-



10 equimolar ternary mixtures



-



5 quaternary mixtures



-



1 mixture including the five constituents



-



10 replicates of randomly chosen mixtures



Raman spectra were recorded using a spectroscopic device quite similar to the one industrially used in the ELUXYL separation process. The main differences are that a laser diode (SDL 8530) emitting at 785 nm was used instead of an argon ion laser (514.53 nm), and a 1 meter long optical fibre replaced the 200 meters one used on the process. Back scattered Raman signal was recovered through a Super DILOR Head equipped with interferential and Notch filters to prevent the Raman signal of silica to be superimposed to the Raman signal of the sample. The grating spectrometer was equipped with a CCD camera used in multiple spectra configuration. The emission line of a neon lamp could therefore also be recorded to allow wavelength calibration. The spectra were acquired from 930 to 650 cm-1 , no rotation of the grating was needed to cover this spectral range. The maximum available power at the output of the fibre connected to the laser is 250 mW. However, in order to prevent any damage to the filters, this power was reduced to a sample excitation power of 30 mW. Each spectrum was acquired during 10 seconds. This corresponds to the conditions on the industrial process, considering that concentration values have to be provided by the system every 15 seconds. The five remaining seconds should be enough for data treatment (possible pre-treatment, and concentration predictions).



The wavelength domain retained in the spectra was specifically designed to fit the requirements of the classical calibration method. Thanks to the relatively simple structure of Raman spectra, it is sometimes possible to find a spectral region in which each of the peaks is readily assignable to one product of the mixture, and where there is not too much overlap. The spectral region has therefore been chosen so that each product is represented mainly by one peak (Fig. 2). There are at least two frequency regions with
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no Raman back-scattering in this domain. This allows an easy recovery of the baseline. The spectral domain studied was anyway very restricted because of the focal of the instrument and the dispersion of the grating.



a)



b)



Fig. 2. Spectra of the five pure products in the selected spectral domain. (2a) toluene,(2b) mxylene, (2c) p-xylene, (2d) o-xylene, (2e) ethyl-benzene.



c)



d)



e)
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4.2 - Normalisation of the Raman spectra It is known that the principal source of instability of the intensity of the Raman scattering is the possible variations of the intensity of the laser source. This imposes to normalise the spectra or to perform semi-quantitative measurements. In this study, repeatability has been evaluated using replicate measurements performed over a period of time of several days. This indicated some instability leading to a variation of about 2% on the Raman scattering intensity. It is therefore probable that a normalisation would have been desirable. However, given the spectral domain accessible with the instrument used, and the difference in the cross section of the substances present in the mixtures, a normalisation performed using for instance the total surface of the peaks was not considered. It was therefore necessary to study the improvement of the inverse calibration methods compared to the classical method without normalising the Raman spectra.



4.3 - Spectral shift correction Variation in ambient temperature has an effect on the monochromator present in the Raman spectrometer, and produces a spectral shift. The first part of the spectra is then used to perform a correction. The first 680 points (out of 1360) of each spectrum are not related to the studied mixture, but to the radiation from a neon lamp (Fig. 3).



Fig. 3. Raman spectrum of a typical mixture.
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The spectrum of this lamp shows very narrow peaks which wavelengths are perfectly known. The maximum of the most intense peak can be determined very precisely, and the spectrum is then shifted in such a way that this maximum is set to a given value. This is called the neon correction. At the end of the pre-treatment procedure, some small spectral regions on the extremities of the spectra were removed (from 930 to 895 cm-1 and from 685 to 650 cm-1 ). It was possible to remove these data points as they are known to be uninformative (containing no significant Raman emission from any of the compounds). The resulting spectra consisted of 500 points (Fig. 4).



Fig. 4. Raman spectra of a synthetic mixture after “neon correction” (PX = p-xylene, 21.38 %; T = toluene, 20.13 %; EB = ethyl-benzene, 18.07 %; OX = o-xylene, 19.93 %; MX = m-xylene; 20.33 %).



5 – Results and discussion In all cases, separate models were built for each of the products. The results are given in terms of percentage of the result obtained with the classical calibration method. Results lower than 100% mean a lower RMSECV. The first and second derivative did not yield any improvement in the predictive ability of the models. More methods, like PLS II [10] or Uniformative Variable Elimination PLS [19] (UVE PLS), were used but did not lead to better models.



5.1 - Classical method This method applies classical multivariate calibration. The intensities of the peaks are represented as the result of the presence of a given number of chemical components with a certain concentration and a
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given cross section. As can be seen in system (4) and equation (5), according to the model built using this method, the mixture can contain only those components. Impurities that might be present are not taken into account, as the sum of the concentrations of the modelled components is always 100%. This method takes into account the variation of the laser intensity and always uses relative concentrations.



These results were computed from the values given by the software after the spectra acquisition with a calibration performed using spectra from this data set. The results of this method are taken as reference. The RMSEP values for all the products are therefor set to 100 %.



5.2 - Univariate Linear Regression Linear regression models were built to relate the concentration of each of the products to the maximum of the corresponding peak, and to the average Raman scattering value of 3 to 7 points spectral windows centred on this maximum (Table 1). Compared to those obtained with the classical multivariate method, the results obtained with linear regression are comparable for some compounds (toluene, oxylene), worse for some other (m- xylene, p- xylene) and better in one case (ethyl-benzene). These differences are due to the fact that models built here are univariate models, therefore not taking into account overlapping between peaks. Table 1. Relative RMSECV calibration results obtained using Linear Regression applied to the wavelength corresponding to the maximum of each peak and to the sum of the integrated intensities of 3 to 7 points spectral windows centred on this maximum. The wavenumber corresponding to the maximum of the peak is also given. toluene



m-xylene



p-xylene



o-xylene



eth-benzene



Maximum (cm-1 )



790



728



833



737



774



RMSECV 1 point



98.1



211.1



213.9



133.0



66.7



101.3



204.6



211.5



131.9



63.6



102.5



193.7



211.8



131.6



68.3



103.9



162.8



210.8



129.3



68.5



RMSECV 3 points RMSECV 5 points RMSECV 7 points
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5.3 - Stepwise MLR Stepwise-MLR appeared to give the best results (table 2). The models built with a critic al level of 1 % are parsimonious (between 1 and 4 variables retained) and all give better results than the ones obtained with the previous methods except in case of p-xylene. This model is built retaining only one variable. A slightly less parsimonious model could be expected to give best result without a significant loss of robustness. Table 2. Relative RMSECV calibration results obtained for each of the five products using Stepwise Multiple Linear Regression.



α =1%



toluene



m-xylene



p-xylene



o-xylene



eth-benzene



RMSECV



96.1



72.2



155.4



69.2



73.6



# variables



3



4



1



3



2



RMSECV



23.5



6.6



0.2



9.1



0.0



# variables



20



22



34



15



35



α =5%



As expected, the models built with α = 5 % retain more variables. But here, the number of retained variables is by far too high, the models are dramatically overfitted. Moreover, the RMSECV are so low that they can not be considered as relevant. Those results are only possible because RMSECV is not used in the variable selection step of the method. It is only used after the model is built to evaluate its predictive ability.



The possibility of variables selected by chance correlation was then investigated. Variable selection methods can retain irrelevant variables because of chance correlation. It has been shown that a Stepwise selection applied to a simulated X spectral matrix filled with random values and a random Y concentration matrix will lead to retain a certain number of variables [20-21]. The cross validation performed on the obtained model will even lead to a ve ry good RMSECV result. This can also happen
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with more sophisticated variable selection methods like Genetic Algorithms [22]. It was shown that this behaviour is by far less frequent for methods working on the whole spectrum, like PCR or PLS [23].



This is actually what happens in this study. For instance, on the m-xylene model (22 variables retained), some variables that should not be considered as informative (not located on one of the peaks, low Raman intensity) have a quite high correlation coefficient with the considered concentration (table 3). Those variables also have high regression coefficients, so that although the Raman intensity for those wavelengths is quite low since many of them are located in the baseline, they take a significant importance in the model. Table 3. Model built with Stepwise selection for the m-xylene (18 first variables only). The correlation coefficient and the regression coefficient for the selected variables are also given. Order of selection Index of variable



1



2



3



4



5



6



7



8



9



398



46



477



493



63



45



14



80



463



Correlation coefficient



0.998



-0.488



0.221



0.134



-0.623



-0.122



0.565



-0.69



0.09



Regression coefficient



0.030



-4.47



1.50



0.97



-3.15



-1.36



3.26



-3.01



0.35



Order of selection



10



11



12



13



14



15



16



17



18



Index of variable



47



94



425



77



442



90



430



423



115



Correlation coefficient



-0.4



-0.599



0.953



-0.67



0.61



-0.54



0.94



0.95



-0.39



Regression coefficient



-3.41



-1.59



0.80



-3.32



1.79



-1.57



0.96



0.77



-0.27



Using the regression coefficient obtained for a variable, and the average Raman intensity for the corresponding wavelength, it is possible to evaluate the weight this variable has in the MLR model (table 4). One can see that the relative importance of variable 80, selected in fourth position, is about one third of the importance of the first selected variable. This relative importance explains why the last selected variables are still considered relevant and lead to a dramatic improvement of the RMSECV. In
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this particular case, this is not the sign of a better model, but this shows the failure of cross validation combined with backward elimination. Table 4. Evaluation of the relative importance of selected variables in the MLR model built with Stepwise variable selection for m-xylene. Order of selection



Index of variable



Correlation coefficient



Regression coefficient



Raman intensity



Weight in the model



1



398



0.9981



0.0298



1029.2



30.67



4



493



0.1335



0.9663



8.01



7.74



8



80



-0.69



-3.01



3.41



-10.26



5.4 -PCR VS and PLS Calibration models were built with PCR VS and PLS (table 5). These two models gave comparable results (except for p-xylene) and usually required 4 latent variables, except for Ethyl-Benzene that required 7 latent variables. These complexities do not appear to be especially high for models predicting the concentration of a product in a five compound mixture. Using more latent variables for Ethyl- Benzene is logical because this peak is the most broad and overlapped by other peaks. It is also the peak with the smallest Raman scattering intensity and it therefore has the worst signal/noise ratio. Compared to Stepwise MLR with α = 1 %, those latent variable methods gave systematically worse results, except in the case of p- xylene Table 5. Relative RMSECV calibration results obtained using Principal Component Regression with Variable Selection (the PCs are given in the order in which they are selected) and Partial Least Square.



PCR VS



toluene



m-xylene



p-xylene



o-xylene



ethbenzene



RMSECV



128.1



92.3



208.9



125.6



84.4



Selected PCs



3421



2143



1324



1234



4321
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RMSECV



112.43



75.84



149.2



108.8



102.6



# factors



4



4



5



4



7



PLS



5.5 - Improved variable selection The modified Stepwise selection method enabled to improve the MLR models built for a critical level of 5 %. The models are more parsimonious and the RMSECV seem much more physically meaningfull (table 6). Table 6. Relative RMSECV calibration results obtained for each of the five products using Stepwise Multiple Linear Regression with improved variable selection method toluene



m-xylene



p-xylene



o-xylene



ethbenzene



RMSECV



80.5



41.9



82.6



69.2



59.6



# variables



7



11



9



3



6



α=5%



Some new variables are built with spectral windows from 3 to 13 points (table 7). This enlargement of variable happens in each model for the maximum of the peak corresponding to the modelled compound, but also for variables in the baseline or on the location of other peaks. However, this approach does not seem to solve the problem completely. For some models, variables are still retained because of chance correlation, leading to excessively high complexities in some cases (11 varia bles for m- xylene).
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Table 7. Complexity of the MLR calibration models built using variables selected with the modified stepwise selection method. Size is the size of the spectral window centred on this variable and used as new variable. Retained variable



1



2



3



4



5



6



7



8



9



10



11



Index



250



474



271



460



265



272



467



Size



3



1



1



1



1



1



1



Index



398



443



46



72



99



22



78



475



464



44



415



Size



5



1



1



1



1



5



1



5



1



1



1



Index



145



159



125



164



136



480



449



85



158



Size



3



1



1



5



1



1



1



3



3



Index



374



438



29



Size



3



1



1



Index



291



50



17



42



28



486



Size



13



1



1



1



1



1



toluene



m-xylene



p-xylene



o-xylene



ethbenzene



Genetic Algorithms were used with the following input parameters. Number of strings in each generation : 20 ; number of variables in each string : 10 ; frequency of cross-over : 50 %; mutations : 2 %, and backward elimination : once every 20 generations ; the number of generations :200. The models obtained are much better than the α = 5 % Stepwise-MLR models in terms of complexity. However, the complexities are still high (table 8), which seems to indicate that the G.A. selection is also affected by random correlation. Moreover, the RMSECV values are comparable with those obtained with the α = 1 % Stepwise MLR model, but they are worse than those obtained with the modified Stepwise approach. Globally, the G.A. approach is therefore not more efficient than the modified Stepwise procedure.



Table 8. Relative RMSECV calibration results obtained for each of the five products using Genetic Algorithm Multiple Linear Regression.
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α =5%



eth-



toluene



m-xylene



p-xylene



o-xylene



RMSECV



109.1



82.9



179.8



98.8



78.9



# variables



5



9



8



9



5



benzene



5.6 - Improved signal pre-processing. Another possibility to avoid the inclusion of noise variables in MLR is to decrease the noise by signal pre-processing. By plotting the difference between a spectrum and the average of the three replicates of the same sample, one can have an estimation of the noise structure (Fig. 5). It appears that the noise variance is not constant along the spectrum but heteroscedastic, it increases as the signal of interest increases. Unfortunately, it is not possible to use the average of spectra in practice to achieve a better signal/noise ratio because this would lead to acquisition times non-compatible with the kinetic of the process.



a)



b)
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Fig. 5. Para-xylene spectrum (5a) and estimation of the noise for this spectrum (5b).
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Smoothing by moving average was used to reduce the noise in the signal. The optimisation, of the window size was done for each compound individually using PCR VS and PLS models. The optimal size for the smoothing average window is 5 points. For this window size, the RMSECV values of the PCR VS and PLS models are slightly improved (table 9). Table 9 Relative RMSECV calibration results for PCR VS (the PCs are given in the order in which they are selected) and PLS models. Spectra smoothed using a 5 points window moving average.



PCR VS



PLS



toluene



m-xylene



p-xylene



o-xylene



ethbenzene



RMSECV



95.5



83.9



152.9



70.6



68.7



PCs



3421



2143



1324



1234



4321



RMSECV



95.7



94.2



154.4



69.9



52.3



# factors



4



4



5



4



7



The complexities are unchanged, showing that no extra component was added because of noise. In the case of Stepwise MLR, the model complexities are reduced, but the Stepwise variable selection method is still subject to chance correlation with those smoothed data (table 10). Table 10 Relative RMSECV results for Stepwise MLR models. Spectra smoothed using a 5 points window moving average. toluene



m-xylene



p-xylene



o-xylene



ethbenzene



RMSECV



96.1



72.2



155.4



69.2



73.6



# variables



3



4



1



3



2



RMSECV



73.5



38.9



82.6



52.9



45.9



# variables



8



18



9



8



10



α=1%



α=5%



Some of those models seem to be quite reasonable. For instance, the model built for toluene uses 8 variables and gives a relative RMSECV of 73.5 %, but more important, the wavelengths retained seem
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to have a physical meaning (Fig. 6). The first wavelength selected is located on the peak maximum, the second takes into account the overlapping due to the p-xylene peak, the third is on the baseline, the fourth takes into account the overlapping due to the ethyl-benzene peak, and three extra variables are selected around the peak maximum.



Fig. 6. Wavelengths selected by the Stepwise selection method for the toluene model, and order of selection of those variables displayed on the spectrum of a typical mixture containing all 5 components.



On the other hand, for some models, the method has retained variables in a much more surprising way. In the case of the model built for m-xylene for instance, 18 variables are retained. Most of those variables are located in non- informative parts of the spectra (Fig. 7) and are selected because of chance correlation. In that case, the denoising has not been efficient and chance correlation still occurs.



Fig. 7. Wavelengths selected by the Stepwise selection method for the mxylene model, and order of selection of those variables displayed on the spectrum of a typical mixture containing all 5 components.
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In order to check if the optimal smoothing window size is the same for PCR/PLS and Stepwise MLR, the fitness of the Stepwise-MLR models was evaluated depending on this parameter (table 11). The results show again that because smoothing by moving average modifies the shape and height of the peaks, this kind of smoothing can lead to degradation of the models. The optimal window size is anyway not the same for all of the models and it is difficult to find a typical behaviour in the calibration results.



Table 11 Complexity and performance (relative RMSECV) of Stepwise MLR models (α = 5 %) depending of the window size used for smoothing by moving average. The best model in terms of complexity and RMSECV value for each constituent is written in bold. toluene



m-xylene



p-xylene



o-xylene



ethbenzene



# variable s



20



22



34



15



35



RMSECV



23.5



6.6



0.2



9.1



0.0



# variables



18



19



12



10



34



RMSECV



34.3



13.0



106.0



43.9



0.1



# variables



8



18



9



8



10



RMSECV



73.5



38.9



82.6



52.9



45.9



# variable s



9



8



4



6



9



RMSECV



66.9



54.1



142.5



116.9



53.1



# variables



11



10



10



2



10



RMSECV



41.8



45.2



126.0



98.3



57.0



Smoothing on 11 points



# variables



6



7



7



2



7



RMSECV



78.5



62.8



116.3



99.5



60.6



Smoothing on 21 points



# variables



6



6



4



3



9



RMSECV



55.9



57.4



162.9



93.6



53.1



No smoothing (table 2) Smoothing on 3 points Smoothing on 5 points (table 10) Smoothing on 7 points



Smoothing on 9 points
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To apply filtering in the Fourier domain, a slightly wider spectral region had to be retained (removing less points at the extremities of the original data after neon-correction) in order to set the number of points in the spectra to 512 (29 points). The Stepwise-MLR models obtained using the denoised spectra (Fig. 8) are by far better especially in terms of complexity. The models are much more parsimonious with only 3 to 5 wavelengths retained and the RMSECVs are the best obtained for all the substances (table 12).



a)



b)
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Fig. 8. Example of a typical spectrum of a five compounds mixture before (8a) and after (8-b) denoising in the Fourier domain.
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Table 12. Relative RMSECV calibration results obtained with Stepwise MLR applied to data denoised in the Fourier domain.



α =1%



α =5%



toluene



m-xylene



p-xylene



o-xylene



ethbenzene



RMSECV



81.6



70.2



165.0



87.3



69.3



# variables



5



4



3



4



3



RMSECV



81.6



70.2



145.8



65.1



69.3



# variables



5



4



5



4



3



Some models built with a critical level α = 1 % are exactly identical to those built with α = 5 %. The fact that increasing the critical level does not lead to selecting more variables could mean that the models are optimal. Some are slightly worse for equal or smaller complexity. PCR VS and PLS models were also built using the filtered spectra in order to check if those method would benefit from this pretreatment (table 13). It appears that the PCR VS and PLS models built on denoised data are equivalent or worse than the ones built on raw data. This probably means that this denoising was too extensive in the case of a full spectrum method. The benefit of removing noise was lost because of the fact that peak shapes were damaged. In this case the pre-treatment has a deleterious effect on the resulting model. Table 13. Relative RMSECV calibration results obtained with PCR VS (the PCs are given in the order in which they are selected) and PLS (the number of factors retained is given) on the spectra denoised in the Fourier domain toluene



m-xylene



p-xylene



o-xylene



ethbenzene



RMSECV



159.6



87.4



205.1



111.2



132.3



PCs



3421



2143



1324



1234



4321



RMSECV



146.3



87.3



154.0



89.1



101.8



# factors



5



4



5



5



5



PCR CV



PLS
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The same spectra (512 points) were used to perform filtering in the wavelet domain. The Daubechies family wavelet was used on the first level of decomposition only (Fig. 9). Higher decomposition levels were investigated, but this did not lead to better models. The results obtained are generally good (table 14). However, both complexities and RMSECV values are worse than in the case of filtering in the Fourier domain, except for p-xylene. In the case of o-xylene, only three variables are retained, this is the same complexity as in the Stepwise-MLR model built with a critical level of 1% on data before denoising, but the RMSECV is worse for the denoised data. This could be expected when looking at the denoised spectra. Spectra denoised in the wavelets domain (Fig. 9-b) have a more angular shape than those denoised in the Fourier domain (Fig. 8-b). This indicates that the shape of the peaks is probably more affected by the wavelets pre-treatment. The filtering in wavelet domain can therefore be considered here as less efficient than denoising in Fourier domain.



Fig. 9. Example of a typical spectrum of a mixture of five compounds before (8-a) and after (8-b) denoising in the wavelet domain.



a)
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b) Table 14. Relative RMSECV calibration results obtained with Stepwise MLR (α = 5 %) applied to data denoised in the wavelet domain. toluene



m-xylene



p-xylene



o-xylene



eth-benzene



RMSECV



92.5



52.9



101.4



107.9



49.6



# variables



4



7



5



3



7



6 - Conclusion Inverse calibration methods were used on Raman spectroscopic data in order to model the concentrations of individual compounds in a C8 compounds mixture. These methods outperformed the classical calibration method currently used. In this classical calibration method, the sum of the relative concentrations of the modelled components is always 100 %, impurities are not taken into account. In inverse calibration, the concentrations are assumed to be a function of the spectral values (Raman scattering). Therefore, a perfect knowledge of the composition of the system is not necessary and the presence of possible impurities should not be a problem anymore. This is the main limitation of classical multivariate calibration and the main reason why an even more significant improvement can be expected when using inverse calibration methods on real data containing impurities. Moreover, the acquisition conditions and the spectral region studied were chosen based on constraints related to the instrument, the industrial process and the calibration method used. These conditions were therefore not
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optimal for this study. In fact, inverse calibration methods would probably have benefited from using more information on a wider spectral region. It can be expected that, for a given substance, calibration performed on several informative peaks would outperform the current models. Another interesting point is that the total integrated surface of a complex Raman spectrum is directly related to the intensity of the excitation source. Working in a wider spectral region would allow performing a standardisatio n of the spectra to take into account the effect of variations of the laser intensity. This would probably have improved significantly the calibration results. This will be investigated in a second part of this study, using an instrument with better performances particularly in terms of spectral region covered.



The very specific and simple structure of Raman spectra implied that the most sophisticated methods are not the most efficient. It was shown that Stepwise Multiple Linear Regression leads to the best models. One problem is that the Stepwise variable selection method is disturbed by noise in the spectra, which induces the selection of chance correlated variables. This problem was efficiently resolved by denoising. Whatever denoising method is used, the procedure should always be seen as finding a compromise between actual noise removal (improves the performance of the model) and changing the peaks shape and height (deleterious effect on the resulting model). The best method for this purpose appeared to be filtering in the Fourier domain. The problems related to noise could also disappear when the instrument with better performances is used, as the signal/noise ratio will be much higher.
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INVERSE MULTIVARIATE CALIBRATION APPLIED TO ELUXYL RAMAN DATA
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ABSTRACT



An industrial process separating p-xylene from mainly other C 8 aromatic compounds is monitored with an online remote Raman analyser. The concentrations of six constituents are currently evaluated with a classical calibration method. The aim of the study being to improve the precision of the monitoring of the process, inverse calibration linear methods were applied on a synthetic data set, in order to evaluate the improvement in prediction such methods could yield. Several methods were tested including Principal Component Regression with Variable Selection, Partial Least Square Regression or Multiple Linear Regression with variable selection (Stepwise or based on Genetic Algorithm). Methods based on selected wavelengths are of great interest because the obtained models can be expected to be very robust toward experimental conditions. However, because of the important noise in the spectra due to short accumulation time, variable selection methods selected a lot of irrelevant variables by chance correlation. Strategies were investigated to solve this problem and build reliable robust models. These strategies include the use of signal pre-processing (smoothing and filtering in the Fourier or Wavelets domain), and the use of an improved variable selection algorithm based on the selection of spectral windows instead of single wavelengths when this leads to a better model. The best results were achieved with Multiple Linear Regression and Stepwise variable selection applied to spectra denoised in the Fourier domain. *
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1 - Introduction The task of our group in this study was to evaluate whether the use of Inverse Calibration methods could lead to an improvement in the quality of the online monitoring of the Eluxyl process.



The process is currently monitored using the experimental setup and software developed by Philippe Marteau. This software implements a classical multivariate calibration method based on the measurement of the areas of the Raman peaks. The main assumption when building a classical calibration model to determine concentrations from spectra is that the error lies in the spectra. The model can be seen as : Spectra = f (Concentrations). Or, in a matrix form: R = C . K , where R is the spectral response matrix, C the concentration matrix, and K the matrix of molar absorptivities of the pure components. This implies that it is necessary to know the concentrations of all the products present in the mixture in order to build the model, at least if a high precision is required. Taking into account that a small quantities ( 
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