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A Meteorological Data Distribution System Using Remote Method Invocation Technology Jordi Sorribas, Joaquín del Río, Enric Trullols, and Antoni Mànuel-Làzaro



Abstract—A meteorological data distribution system (MDDS) is presented. The system was implemented in the Spanish Juan Carlos I Antarctic station during the 2002–2003 campaign. Meteorological data are distributed to any point of the base using the LAN, which allows distributing data up to a 3.3-km radius from the acquisition point. The acquisition control procedures are also integrated in the same system. A wide range of difficulties have been overcome during the development of the MDDS, including the integration of heterogeneous components, the integrity of the message system, the future extension and scalability of the system, fault tolerance, process concurrency, and the temporary synchronization of all the applications involved. These have been achieved through three steps, namely 1) design of a complete object-oriented model of the system; 2) implementation of this model using a scalable and portable development environment, such as Java; and 3) use of an intercommunication application technology that fits all the system requirements (high level of abstraction and easy to program and to deploy) as the remote method invocation technology from Java. This development is part of a more ambitious project, called LabVir, that is devoted to implement distributed measurements in Spanish oceanographic vessels and in the Antarctic base using Web technology interfaces. In a more general framework, the LabVir project will make the experimentation tools accessible from any existing navigator, creating a distributed research environment, that is accessible and user friendly from any place with hypertext transfer protocol connectivity. Index Terms—Distributed systems, Java, meteorology, object oriented, remote method invocation (RMI).



I. I NTRODUCTION



T



HIS PAPER presents the meteorological data distribution system (MDDS) developed for use in the Juan Carlos I Spanish Antarctic Station (SAS). The distributed system paradigm was followed to build it, and the remote method invocation (RMI) technology was used as the basic application intercommunication mechanism. A distributed system is one where both the physical and logical components in computers connected to a network communicate and coordinate their actions exclusively through messages. A wide range of difficulties have been overcome Manuscript received June 15, 2004; revised April 4, 2006. This work was supported by the Spanish Ministerio de Educacion y Ciencia under Contract CTM2004-03486/MAR. Marine Technology Unit of the Spanish National Science Council. J. Sorribas is with the Unidad de Tecnologia Marina CMIMA, 08042 Barcelona, Spain (e-mail: [email protected]). J. del Río, E. Trullols, and A. Mànuel-Làzaro are with the Universitat Politècnica de Catalunya, 08028 Barcelona, Spain (e-mail: joaquin.del.rio@ upc.edu; [email protected]; [email protected]). Color versions of Figs. 3, 7, 9, and 13 are available online at http:// ieeexplore.ieee.org. Digital Object Identifier 10.1109/TIM.2006.881572



Fig. 1.



UML class packages defined in the LabVir project (redrawn from [1]).



during the development of the MDDS, including the integration of heterogeneous components, the integrity of the message system, the future extension and scalability of the system, fault tolerancy, process concurrency, and the time synchronization of all the applications involved. This research and development was carried out within the framework of the LabVir project [1]–[4] in which our team has been involved. The objective of the project is to implement distributed measurement environments for use in both Spanish oceanographic vessels and on the Spanish bases located in the Antarctic. The aim of LabVir is to present a conceptual model for the representation of marine data and metadata as well as for the construction of the associated software. An object-oriented approach has been used as a general paradigm for the analysis and design phases of the model, which may well offer many advantages in data acquisition systems design [5], [6]. The core of the LabVir project is made up of a range of class libraries, which are used in any object-oriented programming environment and allow the implementation of the three logic entities present in an acquisition system. These three entities are data, metadata, and logical devices (Fig. 1). The LabVir project also specifies what the basic functions of the implemented acquisition systems should be by using a class hierarchy. In this way, the MDDS behaves according to the Use Cases expressed in the unified modeling language (UML) for the LabVir applications in Fig. 2 [1]. The Use Cases
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UML use cases diagram for data acquisition systems implemented in the LabVir project (redrawn from [1]).



describe the two-way communication between the human users or other external elements (both named actors) and the MDDS, according to systems main functionalities or cases.



TABLE I CAMPBELL METEOROLOGICAL STATION COMPONENTS AT SAS J UAN C ARLOS I



II. D ESCRIPTION A. Objectives of the MDDS The improvement of data accessibility and the remote configuration of instrumentation have been the key goals of this project. Information relating to meteorological conditions is highly valuable when planning or performing experiments outdoors in the polar regions. One of the main objectives of the MDDS, therefore, has been to provide this information visually at strategic points around the station (entrances, meeting rooms, dining area, laboratories). This information will be displayed on large screens (outdoor information screens or LED panels), portable computers, and common work areas within the laboratories themselves. In the event of needing to set up the station away from the laboratories (up to 30 km), the MDDS would require a system that would allow the datalogger to be operated via remote control from any point on the base with a LAN access. A final objective is that the MDDS must be able to produce new and different data types that the station originally provided (for example, the feeling temperature). B. Basic Functioning of the Meteorological Station The system acquires the data from the existing Campbell Scientific Meteorological station that is currently installed in the laboratories at the base. There are two groups of devices in the station: one that continually senses the different meteorological parameters and another for the datalogger that calculates the average values registered by the sensors and stores them every minute in a CompacFlash memory. Table I shows the components of the meteorological station.



Both the possibilities of displaying the data in real time and the configuration of the parameters (sample rates, sensor configuration, storage, etc.) are, along with the maker’s configuration, restricted to a local operation by a PC that is connected by a serial port to the datalogger itself and the Campbell PC208W software. C. Description of the MDDS Components 1) Development Environment: The criteria followed for the implementation of the software components are as follows. 1) The developed applications can be executed in any hardware platform or operating system available at the base. This includes their transfer to embedded systems in the future. 2) The system must be both scalable and easy to maintain. 3) Information can be accessed from any point at the base where there is access to the local network. It has been proven that the correct use of the object-oriented programming paradigm admits the implementation of highly scalable applications with relatively simple maintenance [7]. The Web-based applications are also reasonably simple to maintain; the applications are carried out in the personal
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Fig. 3. UML component diagram showing hardware and software components. The orange-shaded areas refer to complete programs developed for the MDDS, while the yellow-shaded areas refer to the more significant components.



computers, but the installation and maintenance are undertaken exclusively by the Web server [8]. Java was chosen as the development environment because it covers all the MDDS specifications: It is both a highly object-oriented language and easily portable. It makes the development of Web applications (JavaScript, Java applets, Java server pages, etc.) much easier. Not only this, it also has a network programming application program interface (API) capable of working with most intercommunication and network data transmission protocols [9]. System independence is the basic feature of Java. Because of this, Java can be a perfect tool for building network measurement applications, especially when a permanent data exchange between measurement application and system is needed [10]. Java Software Development Kit version 1.4.0 has been chosen to develop all the applications. Although this version has meant that some of the HTML navigators such as Netscape V.7 and Microsoft Internet Explorer V.6 (which support Java JRE 1.2 applications) have had to be updated, it is still much more effective than earlier versions because it allows the development of graphical user interfaces (GUI) using Jswing and extensible markup language (XML) management using the API libraries [11]. RXTX libraries have completed the API for serial and parallel communication. The reason for this is that the serial communications API provided by SUN does not cover the development for Linux systems [12]. By using Java, it has been possible to make full use of the complete class hierarchy developed for the LabVir project [1]. Java has been used successfully as environment development in data acquisition and visualization distributed systems, as described in [10] and [13]–[15].



In order to cover the initial MDDS objectives, four distinct applications have been developed during the 2003–2004 campaign at the SAS, namely 1) 2) 3) 4)



data and control server; visualization applet; remote control applet; LED panel control application.



2) Data and Control Server (MeteoServer): The “MeteoServer” (Fig. 3) is central to the MDDS because it is the interface between the datalogger and the customer nodes for the data display and the configuration of the station. Using the LabVir class architecture [1], a device manager was assembled to control the data flow between the four main devices and interfaces, namely 1) “user datagram protocol (UDP) interface;” 2) “LED panel interface;” 3) “datalogger interface;” and 4) “RMIServer.” These four components communicate with the nodes interacting with the MeteoServer in the following ways: • with the datalogger and the LED panels through serial ports; • with the nodes that act as data clients through the network. This architecture (Fig. 4), based on the familiar composite design pattern [16], allows both the customers and the producers process concurrency to be efficiently managed and new interfaces to be added hierarchically, even in real time. The latter is especially useful when trying to dynamically configure a device (e.g., adding communication ports in real time). All these significantly increase the scalability of the system. MeteoServer not only oversees the communication between the different nodes in the system but also carries out data quality
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Fig. 4. UML classes diagram showing the class hierarchy required for managing logical devices.



Fig. 6. UML classes diagram illustrating the class hierarchy used to represent the data.



Fig. 5. UML object diagram illustrating the data structure to represent meteorological station data.



control operations (it eliminates data that are clearly false, for example) and prepares new data from the data provided by the meteorological station. This is the case when calculating factors such as the values of temperature sensation or windchill. These give an idea of how cold it actually is, and although this information is devoid of scientific merit, it is useful for the crew at the base when they are carrying out experiments outdoors. To calculate this, a new formula tsf = 13.112 + 0.6215t − 13.37v 0.16 + 0.3965tv 0.16



(1)



which was elaborated by the Indiana Purdue University and the Toronto Institute of Environmental Medicine and Civil Protection [17], has been applied, where t is the temperature (in degrees Celsius), v is the wind velocity (in kilometer per hour), and tsf is the feeling temperature (in degrees Celsius). Although the structure of the data used when dealing with meteorological information is relatively simple (Fig. 5), it was decided that the class hierarchies developed in the LabVir project would also be used here. They employ a very dynamic class design similar to those used in the logical devices. With



Fig. 7. Java applet to illustrate numerical values of wind, temperature, windchill factor, and a graphical display of wind magnitude and direction.



this design, not only data with complex hierarchical structures can be represented, but the possibility of easily incorporating new types of data as well (Fig. 6). By being able to do this, we increase the scalability of the system because new sensors can be incorporated into the meteorological station without needing to recompile the MDDS applications. 3) Visualization Applet: Meteorological data are displayed on Web pages by using Java applets, specifically the component “MeteoDataVisualizationApplet” (Fig. 3). This can be
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Fig. 8. UML sequence diagram where the RMI client–server dialog for update data procedure is shown.



downloaded from a Web server set up in the same computer where the data server is executed. Using these applets means that the maintenance and scalability of the system are made easy because it merely requires a Web navigator to be installed (or updated if it is already there) in the visualization computers (the staff portable PCs, for example). The applet shows the main numerical values and edits a diagram to illustrate the average of the wind and range of variation (Fig. 7). RMIClient is the applet component responsible for periodically updating the information. It establishes an RMI link with the RMIServer from the MeteoServer component by summoning the method “AskForNotification.” What this does is simply add the client object to a list that will then be used to notify each of the subscribers of a change in the datalogger data. It will then proceed to update the visual information in the client through the corresponding method of invocation (Fig. 8). This call back procedure, which imitates a subscription broadcast, reduces the load on the network because it eliminates the unnecessary request for data messages. Clients only need to send to the server one message, at the beginning of the session, to be subscribed to the data service. In order to facilitate the process concurrency, the server opens a new thread for sending data to each client of the subscription list, avoiding a general deadlock when a client does not reply. If this occurs, the client will be erased from the list. The applet is downloaded from the same node that executes the RMIServer so as to avoid security exceptions when uncertified applets are used. The reason for this is that these cannot access network sockets with different network addresses from the server. An alternative approach to avoid setting up a Web server in the terminal where MeteoServer has been installed is to construct a Java servlet installed in the main intranet Web server so that it can act as a bridge between the clients applets and the RMIServer. 4) Remote Control Applet: (Java applets DataLoggerControlApplets), remotely control the datalogger (Fig. 3). These



Fig. 9.



Java applet for Campbell Datalogger control.



applets are downloaded from a Web server installed in the same host that executes the server data. The applet (Fig. 9) shows both the items in which the datalogger can operate (acquisition set up, acquisition stop and boot, and configuration of the channels and sensors) and the description or metadata that go with the data. RMIClient is the applet component in charge of transmitting the information logged by the user and establishes an RMI link with the RMIServer from the MeteoServer component. Unlike the visualization clients, a single link is created between client and server in order to prevent two applications from modifying the acquisition parameters at the same time. The client contacts the server’s “CommitValues” remotely who then in turn contacts the “datalogger interface” component in order to send new instructions to the datalogger through the serial port.
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D. LED Panel Control Application The “PanelControl” application controls how data must be displayed in the LED panels (Fig. 3). The application contains two elements. 1) The RMIClient is the component in charge of establishing an RMI link with the RMIServer from the MeteoServer component and receiving the meteorological data to be displayed. 2) The “PanelInterface” is a component in charge of configuring and sending data to the LED panel via RS232 connection. The procedure to update the visual information is exactly the same as described in the visualization applet (Fig. 8). This application, which runs as a console application (without GUI), is a good candidate to be installed on an embedded system very near to or integrated into the LED panel case and electronics. III. E VALUATION OF A PPLICATION I NTERCOMMUNICATION T ECHNOLOGIES One of the first steps taken before implementing the MDDS was the evaluation of the intercommunication applications technology and protocols that would be used when sending information from one application to another. One of the initial premises was that the use of a technology should allow the direct manipulation of the objects (types of data or logical processes) rather than merely representing them. This would increase the scalability of the system because modifying the objects (including new parameters in the structure of the data, modifying the methods, etc.) would not imply that all the applications in the system would have to adapt to either a modification in the formal representation of the data or a variation in the arguments of the methods used. Without a doubt, a focus like this offers clear advantages: it is easy to develop the applications because it is no longer necessary for the application contacting a remote object to know the exact nature of the information being asked for. Over the last 20 years, different technologies applied to this type of system have been developed. However, in the last six years, these developments have mushroomed, coinciding with the Internet boom. In some cases, technologies considered obsolete have been readapted and are now cutting-edge technology. The remote procedure control (RPC) and its evolution to XML-RPC and simple object access protocol (SOAP) [8] exemplify this point. We started the MDDS project by evaluating technologies that will allow us to use such remote object access as common object request broker architecture (CORBA), RMI, and SOAP, to implement remote calls as RPC and XML-RPC, and to implement raw data transfer as transport control protocol (TCP) and UDP. A. Object Access Technologies 1) CORBA: CORBA permits communication between remote and heterogeneous objects independent of the client and server object implementation language or of the location of the services of the operating system, etc. The reply was provided by
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the Object Management Group (OMG) in 1990 to the current interoperability requirements between hardware and software. CORBA is a standard of open architecture for the aspect specification and interoperability (discovery and relationships) of the components from an object bus. It also defines a wide range of distributed services [18], [19]. Most object-oriented languages (C++, Java) in use today have an API that allows CORBA to be used. However, in order to develop CORBA applications, an infrastructure known as object request broker (ORB) must be installed. This localizes objects in the network and, therefore, the communication between clients and servers. There are a wide range of development environments and ORBs available today that are compatible with OMG CORBA specifications in versions prior to version 3.0. However, a product that meets all the specifications, characteristics, and equivalents in programming language is unlikely to be found. Normally, complexity and cost go hand in hand. For this reason, it is advisable to evaluate and compare the products prior to deciding which platform to use. 2) Java RMI: Java’s RMI means that an object that is being executed in a Java virtual machine (JVM) can call methods from another object, which is being used in a different JVM. RMI applications are normally made up of two separate programs, namely 1) server and 2) client. A typical server application creates many remote objects, makes references to these remote objects possible, and waits for the clients to call on these methods or other remote objects. A typical client application obtains a remote reference from one or more remote objects in the server and calls on its methods. RMI provides the mechanism through which client and server (or vice versa) can communicate and pass on information to each other [20]. Unlike CORBA, the RMI does not require infrastructure for its implementation beyond the JVM, which provides the same as CORBA’s ORB. With the exception of versions for embedded systems and mobiles, e.g., J2ME (which contemplates RMI as an optional feature in its specifications), most JVMs will support RMI. The way RMI treats a remote object when it is passed from one virtual machine to another is different from the way it treats a nonremote object. Rather than making a copy of the implementation of the object in the receiving virtual machine, RMI sends a stub for a remote object (Fig. 10). This stub acts as the local or proxy representation of the remote object, and basically, for the caller, this is the remote reference. The caller invokes a method in the local stub that is responsible for calling the remote object. A remote object stub implements the same set of remote interfaces as the remote object itself. In this way, the stub can be “typed” onto any of the interfaces that the remote object implements. However, this also implies that only those methods defined in a remote interface can be called in the virtual machine that receives the request. 3) SOAP: SOAP is a lightweight protocol intended for exchanging structured information in a decentralized distributed environment. It uses XML technologies to define an extensible messaging framework, providing a message construct that can be exchanged over a variety of underlying protocols. The
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to codify the parameters) and in what format these procedures will be sent back. The main advantage of using XML-RPC is that the clients who call on procedures and the servers who provide them can do this by using any language. The major drawback, though, is that the object references coded in XML often prove problematic when the structure of the object is complex. Because data are represented in XML, a long ASCII stream must be parsed completely in order to understand the object structure; this is a time-consuming procedure that could be slower than a binary deserialization. C. Transport Level Protocols: UDP and TCP



Fig. 10. Four-layer RMI system (redrawn from [20]).



framework has been designed to be independent of any particular programming model and other implementation-specific semantics. Two major design goals for SOAP are simplicity and extensibility. SOAP attempts to meet these goals by omitting, from the messaging framework, features that are often found in distributed systems [21]. Such features include but are not limited to reliability, security, correlation, routing, and message exchange patterns (MEPs). While it is anticipated that many features will be defined, this specification provides specifics only for two MEPs. The other features are left to be defined as extensions by other specifications [22]. SOAP must be bound to a low-level protocol such as hypertext transfer protocol (HTTP). Using SOAP over HTTP gives the developer higher expressive power of SOAP, but the disadvantage of HTTP is that it is a stateless protocol [15]. In order to implement application control programs using SOAP, we must provide an extra mechanism for managing the state of client–server dialogs. The only way to solve this is to use SOAP over a stateful and more flexible protocol, such as BEEP [15], but at the moment, the most available SOAP development environments are built using SOAP over HTTP.



B. Remote Calls: RPC and XML-RPC RPC offers an alternative method to using sockets directly. What RPC does is abstract the communication interface on a call level to a procedure or method. Unlike working with sockets, the code is similar to calling a local method. RPC systems usually code the arguments and the values sent back by using portable expressions of the data such as Xternal Data Representation. This enables communication between different hardware and software platforms to take place. It should be pointed out, however, that the RPC does not adapt well to distributed systems in which the objects might be distributed in different nodes. XML-RPC is a standard that provides distributed applications in a Web through HTTP protocol [23]. The standard decides in which way a procedure will be called upon (using XML



Java, as many other high-level programming languages, offers full support for programming sockets oriented to a basic communication mechanism using either TCP or UDP from the Internet Protocol (IP) family. These sockets (API) are reasonably flexible and user friendly and could be used in a general communication application environment. However, both the client and the server must establish at the application level, session, and presentation mechanisms. Java also offers procedures for object serialization to code and decode complex data in an object-oriented way. TCP is a connection-oriented protocol and provides support to detect errors or lost data and to trigger retransmission until the data are correctly and completely received. Due to its error detect behavior, TCP introduces an extra payload in the network and some extra time. In general, for control application programs, TCP will be useful due to its reliability. UDP is not oriented to the connection and thus provides no control over errors or overflow. However, it offers interesting possibilities in conditions where transmission speed is important and/or when each datagram must remain independent from the rest. The UDP protocol is simple and proves useful in applications that require fast replies or where client–server relationships can be avoided. The drawback, however, is that it is not reliable. It is impossible, at the protocol level, to guarantee that every UDP datagram that is sent actually reaches its destination. The information may arrive muddled (this is the case of IP), so the application client must be prepared to deal with missing datagrams or datagrams that are late or disorganized when they reach their destination. This protocol has been used in data acquisition environments [24] to send the data in well-formatted character streams. Unfortunately, the implementation of intercommunication procedures at this protocol level may present scalability problems, and they are often a common source of errors due to the low level of abstraction. D. Adopted Solution for MDDS It was finally decided that to implement MDDS, all the intercommunication applications would be based on RMI because this not only offered excellent remote manipulation capacities but also meant that within the Java environment, no other infrastructure or extra libraries have to be added, which is what happens when CORBA or XML-RPC is used.
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of these response times in both scenarios. Some conclusions about performance can be made. 1) In the single-host scenario, more than 90% of the hits are very fast (less than 5 ms). 2) In the five-host scenario, the effect of network latency is noted. More than 50% of the hits are delayed 5–10 ms, and the number of very slow ones (10–20 ms) is greater than in the first scenario. Dispersion of values is greater as well.



Fig. 11. RMI response times over 20 concurrent clients running on the same host (Pentium l500 MHz, 32-MB RAM).



Although response times are more or less fast in both cases (most of the hits below 20 ms), dispersion of responses is the worst factor that we could deal with in real time because it adds unpredictability to the system. However, we can conclude that RMI could be used in a distributed data acquisition environment when no strictly realtime conditions are required (as in MDDS), and this is the reason of the inherent network behavior. IV. D ESCRIPTION OF THE MDDS H ARDWARE C OMPONENTS The technological resources available at the Antarctic base have been employed to implement MDDS. As no specific hardware is required, this can deal with any problem should they occur. The bases at the Antarctic are geographically remote, and this makes getting spare parts to them quickly very difficult. This is the reason for making use of standard elements that can be interchanged if the need arises. The MDDS server node is the interface with the datalogger. It provides the clients with meteorological data and displays these data on the LED panel in real time. It also stores the Web services to be used by the clients (Fig. 3). Two types of MDDS “Client” nodes have been implemented (Fig. 3).



Fig. 12. RMI response times over 20 concurrent clients running on the same LAN segment (five different hosts connected to an Ethernet with 10–100-Mb/s switches).



In MDDS, UDP also complements RMI with XML codes or Java serialization mechanisms when objects must be sent quickly (should portability to applications using other languages be required). Several performance tests have been realized in order to test the average latency that introduces RMI in an environment like MDDS. These tests have been implemented using the same elements described in Section IV, simulating two different scenarios for the concurrency of 20 MeteoClients. 1) The first one is for clients running in the same local machine. 2) The second one for clients running in five different hosts in the same LAN segment. In both scenarios, 75 000 RMI client-to-server data petitions (hits) have been produced, and the elapsed server time response is calculated for each one. Figs. 11 and 12 show the distribution



1) The first executes the Web applications that allow the meteorological data to be displayed and the datalogger to be remotely controlled. 2) The second acts as an interface with the LED panels where the meteorological data are displayed. The first nodes are the personal computers (portables, workstations, personal devices), whereas the second ones are nodes placed strategically throughout the base (exit doors, dining area, workshops), where clear and synthesized visual information is useful. PCs with Pentium l500 MHz, 32 Mb RAM, 20-Gb HD with either Windows 98/XP or Linux Mandrake 10.0 have been used for both the MDDS server and the MDDS Clients. The main information display is based on 60-cm-long red LED panels. They have 14 height 6-cm character capacity [25] (Fig. 13). The LAN chosen is based on an Ethernet with 10–100-Mb/s switches wired up in cascade using UTP-5 category. The wired LAN is extended by using an IEEE 802.11b wireless LAN using the 2.4-GHz band. The wireless LAN can be extended to distances over 3.5 km using an Orinoco access point with an omnidirectional 11-dB antenna.
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C. Data Transfer Capability



Fig. 13. ASEL LED panel to show the visual display of wind speed values (8.7 km/h).



The team is currently working on the implementation of the MDDS client nodes to control the remote LED panels and the MDDS server nodes using embedded systems. The embedded systems will provide a higher level of hardware integration, maintaining the computational efficiency and reducing the required peripherals (keyboard, mouse, screen) and the power consumption. Unfortunately, there are very few embedded systems on the market that provide the features required for this system. The implementation of the J2ME version API, which is distributed with those systems, either is not sufficiently developed or does not offer the support to use RMI. We have recently started to evaluate the EJC [26] systems with JDK 1.2.2 PersonalJava 1.2 including all the packets classified as optional in the J2ME/CDC specification profile with full RMI support.



V. A DVANTAGES AND D ISADVANTAGES OF THE MDDS Despite the fact that the described system is quite simple in number of different elements working together in the distributed environment, we could highlight several aspects of the implemented solution that could be used in more complex systems.



A. Reliability and Authentication The call-back RMI procedure implemented isolates the overall client–server RMI connections from an occasional failure of one of the clients (LED panel control, applets data display). The server opens a new thread for each connection and maintains it until a failure in client-to-server dialogue is detected (client asks for a close or simply fails). The main server is built on Linux; this allows the use of the same authentication mechanisms in remote operation as we could do locally.



RMI is easy to implement and provides enough data transfer capability for applications without hard real-time requirements. Response times from 5 to 10 ms with more or less small jitters are enough for data display applications or control systems for the client–server dialog. In contrast, the main disadvantage of the system is situated in the use of RMI as the main way of access to the data services since such technology is exclusive for the Java platform. Clients programmed in C++, PHP, or other object-oriented programs cannot access data provided by RMI servers.



VI. C ONCLUSION A data control and display system has been developed and installed for the meteorological instrumentation at the Juan Carlos I SAS. The meteorological data are displayed elsewhere through wired and wireless LAN. The information is displayed on red LED panels and on a Web page on the local Intranet. The instrumentation is controlled remotely by using a graphic applet from this Web page as well. This development has tested Java and RMI in the development of a distributed data acquisition environment as well as in checking the data structures and the class hierarchies designed for the LabVir project. The application of this technology has amply met expectations in terms of the specific requirements of scalability, effectiveness, and user-friendly installation and maintenance. The RMI features for building distributed measurement environments are sufficient where time requirements are not of utmost importance. The ease with which RMI is programmed and installed in small projects like this is an obvious advantage over other remote access solutions such as CORBA, especially when both human and material resources are limited. In the future, costs associated with communication via satellite will decrease, and alternative energy resources will improve, which will mean that our research project will allow access to information available at the meteorological station and will also allow us to remotely control the instruments during the long polar winter when the station is empty. The research team is now concentrating its efforts on the use of embedded computers. These are low cost and energy saving and will facilitate the integration of hardware elements. It will also mean that the teams will be able to work with alternative energy supplies at the station.



B. Upgrade Capability Two main things make this system highly upgradable. First, the use of an object-oriented approach for data modeling allows building new data types from defined ones and modifying the interface of an object (its behavior) without modifying the procedure to interact with it. The use of LabVir design class patterns (for data and logical components) and the use of RMI could reinforce this. Second, the use of downloadable clients (applets) means that the maintenance and scalability of the system are made easy because it merely requires a Web navigator to be installed on staff computers.
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