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A Metric for ARMA Processes Richard J. Martin



Abstract—Autoregressive-moving-average (ARMA) models seek to express a system function of a discretely sampled process as a rational function in the -domain. Treating an ARMA model as a complex rational function, we discuss a metric defined on the set of complex rational functions. We give a natural measure of the “distance” between two ARMA processes. Our paper concentrates on the mathematics behind the problem and shows that the various algebraic structures endow our choice of metric with some interesting and remarkable properties, which we discuss. We suggest that the metric can be used in at least two circumstances: i) in which we have signals arising from various models that are unknown (so we construct the distance matrix and perform cluster analysis) and ii) where there are several possible models , all of which are known, and we wish to find which of these is . closest to an observed data sequence modeled as Index Terms—Autoregression, classification, linear systems.



I. INTRODUCTION A. Generalities



A



UTOREGRESSIVE (AR), moving-average (MA), and auto-regressive-moving-average (ARMA) models are useful time-domain models for the representation of discrete-time signals such as speech, audio, and radar [1]–[7]. The is said to obey an ARMA model if time series



in which are uncorrelated noise elements of variance . In the -domain, the system function is (1) throughout. The constitute the AR We define the MA part of the model, and they are referred part and the and are known to as the AR and MA coefficients. The as the poles and zeros of the model since is a rational function of . It is apparent that ARMA estimation can be used for time series classification. The question therefore presents itself of how to compare two ARMA models or, more formally, to find a metric for the space of ARMA models.



Manuscript received February 22, 1999; revised August 5, 1999. The associate editor coordinating the review of this paper and approving it for publication was Dr. Bart L. R. De Moor. The author is with the Centre for Nonlinear Dynamics and its Applications, University College London, London, U.K. (e-mail: richard_martin@ paribas.com; [email protected]). Publisher Item Identifier S 1053-587X(00)02357-6.



Concentrating on the AR case for the moment, we might propose a metric of the form



(2)



. This approach raises all for appropriate positive weights sorts of problems. First, there is no obvious way to find a “good” set of weights. Second, the metric (2) does not have any useful system-theoretic properties. For instance, we might argue that the metric should be more sensitive to poles near the unit circle then poles near the origin sicne such poles indicate strong resonances in the system. In addition, the metric does not care whether the models are stable or unstable. Third, it does not have any useful mathematical properties. AR models form a semigroup under multiplication in the -domain, and ARMA models, as rational functions, form a group. The metric (2) does not respect this group structure, nor is it a particularly trans. parent function of the poles Returning to the general ARMA case, there is another difficulty. An MA model may be approximated as a high-order AR model (this is commonly employed in MA coefficient estimation since finding the AR coefficients is a linear estimation problem, whereas finding the MA coefficients is not). Viewing both these as ARMA models, we have two different-looking representations for the same process; therefore, we cannot just perform a naive comparison between ARMA coefficients when deciding how different two models are. What is actually needed—at least from the point of view of spectral analysis—is a method for comparing two spectra (or equivalently, the squared moduli of two system functions). That is what we will do here. B. This Paper In this paper, we describe a purely algebraic approach to model comparison. First, we go straight to the cepstrum domain (the cepstrum is the inverse Fourier transform of the logarithm of the power spectrum or PSD). The cepstrum of a discrete-time , and it is a process is a hermitian sequence particularly simple function of the model poles and zeros [8]. In doing this, we are automatically respecting the algebraic structure, for the transformation is logarithmic, ARMA models form a multiplicative group, and hermitian sequences form an additive group. In multiplying two models (or, in the time domain, convolving the time signals), we add their cepstra. For this reason, cepstrum-domain processing is often known as “homomorphic” processing [9] (a homomorphism is a map respecting algebraic structure).
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Now, the set of hermitian sequences has more algebraic structure than componentwise addition. In particular, it is a complex vector space and possesses a wide variety of inner products of the form1 (3) are fixed, positive weights. This gives rise to in which the a Euclidean metric



(4)



in fact) has given A judicious choice of weights ( us a metric in which the infinite summation (3) can be performed explicitly. Then, the metric becomes a finite product in the pole-zero domain. It turns out that when any pole (or zero) is on the unit circle, the metric is mildly singular, with the same has in the limit . From type of singularity as the point of view of AR modeling, this is quite desirable because if a pole is on the unit circle, then the AR process in question (if it has finite variance) is just a collection of sinusoids and is therefore known for all time. Therefore, two such processes can legitimately be described as being infinitely far apart unless they have identical poles. After deriving the pole-zero form of the metric, we were able to press on further. As the distance between two models must be invariant under permutations of the poles and under permutations of the zeros of each model (otherwise, it is not a valid definition), it should be expressible as a function of the ARMA coefficients.2 We say “should” because the implied function might not be very transparent, that is, it might not be expressible using everyday functions. Interestingly, our metric has a particularly elegant representation in the coefficient domain. Hence, the distance can be calculated from the coefficients without having to perform any factorization. Finally, we were able to push the analysis one more stage. In autoregression theory, we can build up an AR model recursively (the Levinson algorithm) using a sequence of reflection coefficients, which are also known as partial autocorrelations. There then arises the following question: What is the distance between successive models in this algorithm? It turns out that if and are models of order and such that is obtained from by the Levinson recursion using a reflection coefficient , then the distance (using our metric) between . This is a rather the models depends only on and not on deep result, and as far as we are able to judge, no other metric of the form (4) has this property. It supports our contention in this paper that there is a natural metric, endowed by the mathematics of the problem, to use when comparing ARMA processes, and this is it. Note that we will often use the prime symbol to distinguish or and so between models, labeling them as on. Nowhere in this paper does a prime denote differentiation. 1By 2By



hermitian symmetry, we need only sum over n Galois theory, or directly as in [10, Sec. 6.9].



 0.



II. METRIC A. Preliminaries We can associate an ARMA model with a nonzero complex rational function and note that such functions form a group under multiplication. The cepstrum is the inverse Fourier transform of the spectrum, and for ARMA models, this will reduce to a Fourier series on account of the periodicity of the 3 spectrum



The are the cepstrum coefficients, and they form a hermi. Let be the set of nonzero complex tian sequence be the set of complex hermitian serational functions and quences. Let be the map taking an ARMA model to its cep.4 This respects the group stral sequence; therefore, structures of and in that the product of two system functions maps to the sum of their cepstra, and hermitian sequences form a group under addition. The set of hermitian sequences is a vector space over and possesses a variety of inner products of the form (3). This in turn gives rise to a metric (4). Any set of positive weights will generate a metric. In the next subsection, we will show that the gives some interesting and mathematically dechoice sirable properties. There is a minor technical difficulty arising ; therefore, not all the weights are posfrom the fact that itive. We deal with that in the next subsection. For the moment, we will be content to state the consequence: The metric is insensitive to scaling; therefore, the normalization constant [ in . (1)] plays no part; equivalently, B. Three Definitions of Our Metric Definition 1 (Cepstrum): For ARMA models cepstrum coefficients



with



(5) 1) A Note on the Euclidean Property: It is immediately apparent that



In other words, is a Euclidean metric. This induces the following property on the set of ARMA models: (6) are passed through the same Therefore, if two models and , their mutual (FIR or IIR) linear filter with system function distance is unaltered. That is, of course, a direct consequence



f (z ), the acts on the coefficients and not on z . Therefore, is holomorphic if f is (recall that z z is not holomorphic). It is worth noting that f (z ) [f (z )] . 4An alternative interpretation of  is that it takes a rational function f to the coefficients of the Laurent expansion of log[f (z )f (1=z )] that is valid on an open annulus containing the unit circle.



f



3In the notation







7!
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of constructing the metric in the cepstrum domain because convolution of a signal with a filter impulse response causes the corresponding cepstra to be added. We may continue with this engineering interpretation. If one ARMA process (or linear system) has a system function , then it can be whitened by applying a filter of system ; taking a second process with system function function and applying this filter to it, we obtain a third . If are process with system function is constant (in signal processing, it is just the same, then “white noise”); otherwise, it is “colored”; therefore, tells us how colored is. The next two definitions will be posed for AR models. From the preceding discussion, this is sufficient to deal with the ARMA case as well. If two ARMA models have system and , then we may functions and construct two AR models and observe simply that [this follows in (6)]. by putting 2) A Note on the Spectral Representation: Clearly, the cepcan be written as a strum-domain definition of 2-norm using the logarithm of the ratio of the PSD’s the two models in question. As examples



(7) Definition 3 (AR Model: Coefficients): For stable AR models with orders and coefficients , define the associated polynomials



and similarly for



and



; then res res



res res



(8)



denotes the resultant of the polynomials in which res . The resultant is a quantity related to the theory of determihave a zero in common. nant, and it is used to find whether A full discussion is in the Appendix. 3) Equivalence of the Definitions: Equivalence of these definitions is easy to prove. For Definitions 1 and 2, we use (4) and the identity



in which



The notation is the fractional derivative operator that is deas a multiplication on the Fourier coefficients. fined for is multiplied by for , The coefficient of , and by for . It can also by 0 for be written as a convolution in the -domain. If is a natural is just the conventional th derivative. number, in (3) give rise to different Different choices for , then and are further strengths of topology: If metric than in the metric, apart in the and convergence in the former metric is a stronger condition than convergence in the latter. It follows that the metric generates a stronger topology (more open sets) than the metric. A related question raised by one of the referees is why the 2-norm of the logarithm of the spectrum is used in preference to the 2-norm of the spectrum itself.5 An indication of why the logis excesarithm is preferable is that the dynamic range of sive. If one of the poles tends toward the unit circle, then develops a double pole at that point, whereas has an integrable singularity. It is worth recollecting that for an ARMA model with poles and zeros inside the unit circle, the average of the logarithm of the PSD, taken across the whole Nyquist in, independently of the poles or zeros. This fact is put terval, is 5Or, as in Glover's work [11], the L generates a different topology again.



to use in [12], wherein the spectrum is smoothed by convolving its logarithm with a smoothing kernel—an operation that can be carried out in the cepstrum domain. Definition 2 (AR Model: Poles): For stable AR models with orders and poles



norm of the system function, which



It is at this point that the constraint of stability enters because the above identity only holds if lies inside the unit circle. For Definitions 2 and 3, we use elementary properties of resultants (given in the Appendix). It is important that the definition (5) reduces to a finite product in the pole-zero domain (Definition 2) because it shows that the infinite sum (5) converges. C. A Note on the Metric Property of Our objective was to set up a metric on the space of hermitian sequences [cepstrum domain, (5)] and then give alternative representations of that metric. We have almost done this, but there is a minor technicality to resolve. One of the weights in the summation (5)] is zero. [specifically, the term with is not strictly The consequence is that an inner product on the space of hermitian sequences because and its other components are zero, then if is such that ; this is not allowed because an inner product must . Consequently, two obey the condition signals whose cepstra differ only in their zeroth cepstrum coefficient will be at zero distance from each other, and that violates one of the axioms of a metric (namely, that two points are at zero distance from each other if and only if they are the same point). However, this issue is easily resolved, and the reader might already have spotted the trick that is needed to make everything
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work perfectly: We simply need to identify all points that are at zero “distance” from each other. First, we show the engineering interpretation of doing this: If two processes differ in their zeroth cepstrum coefficient but are otherwise the same, then their spectra are just multiples of each other, i.e., they have the same shape of spectrum but different power. Two processes are therefore regarded as being the same, in our metric, if the spectrum of one is a constant multiple of the spectrum of the other. Now, for the mathematical construction, define two hermitian sequences (elements of , as introduced before) to be equivalent if they are the same, except possibly in their zeroth term. The set of equivalence classes will be called , and there given by is a natural projection from onto . The bilinear form defined in (5) is an ( was defined in Secinner product on . The mapping tion II-A) takes a rational function (element of ) into a corresponding element of . Let the kernel of this mapping be ; and, indeed, is a metric on then, becomes defined on is that set. Out of interest, this is what



In , elements of are indistinguishable from the identity element. Equivalently, multiplying by an element of has no effect. The term deals with scaling factors, as we have disis intercussed. The (finite) product term esting because it is the subgroup of rational functions that have modulus 1 everywhere on the unit circle. It occurs naturally in filter design because if an FIR filter has a zero at outside the unit circle, then the power response is unaffected by the trans, which corresponds to multiplication by an formation element of . The same is true of ARMA processes; from the point of view of spectral analysis, the zeros can be considered to lie inside the unit circle.
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ther discussion on this point. We now show that our choice of metric has a remarkable, and rather profound, property. Let be an AR model and the model created by applying the (upward) Levinson recursion once with reflection coefficient . Then (9) The proof goes as follows. As is shown in the Appendix res



res res



res



and therefore, res res



is equal to res res



Notice that the RHS of (9) depends only on , i.e., not on . This looks interesting and suggests that our metric is a natural one to use. It also suggests that our metric gives a natural interpretation of what it means to build an AR model using the Levinson recursion. We can think of an AR model as a point in some multidimensional space, with the origin denoting the trivial model of order zero. Each time a new reflection coefficient is adjoined, the distance the model moves depends only on that reflection coefficient. Indeed, by induction on the model order, we can deduce the following identity: res From this,6 we may find the distance between the trivial model ) and another model (the model of order zero; this is in terms of the reflection coefficients of



D. The Levinson Recursion and Its Relation to Our Metric This subsection concerns AR models only. We write



The Levinson recursion is a byproduct of the Yule–Walker equations and is also employed by the Burg and Geometric coefficient estimation algorithms [3]. Essentially, the idea is that th-order model from a th-order model we can create a simply by estimating one coefficient from the data. That coefficient is called the reflection coefficient (or partial autocorrelation). In polynomial notation, the Levinson recursion can be written as



in which is the reflection coefficient, and represents the operation of performing the recursion. On the unit circle, ; therefore, by Rouché's theorem, and have . the same number of zeros inside the unit circle [13] if This shows that if a model has all its reflection coefficients inside the unit circle, then it is a stable model; see [14] for fur-



This result makes it plain that when a model is generated from its reflection coefficients, its distance from the origin becomes progressively greater as more reflection coefficients are adjoined. Having set up a metric (or topology) on the space of models, we can take a sequence of models, such as the one we are talking about in connection with the Levinson recursion, and ask if it is convergent. Clearly, the reflection coefficients must decay to zero if convergence is to occur—but how rapidly? It is apparent that for a convergent sequence of must converge,7 which models, the series . is a condition equivalent to 6Incidentally, the above result may also be used to facilitate the computation of (8) since now, only one determinant needs to be evaluated [viz. either res(A; A ) or res(A ; A ), which are complex conjugates of each other]. What we have not resolved is whether that remaining determinant can be easily calculated from the reflection coefficients of the two models, which would make the calculation particularly fast. 7A referee has pointed out that this condition is stronger than than those commonly encountered in the theory of orthogonal polynomials because the proposed topology is stronger (see Section II-B1).
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res



(10)



III. CONCLUSION We have described in mathematical terms, and given some engineering intuition for, a metric on the space of ARMA processes. Our principal conclusions are as follows. • ARMA processes may be identified with rational functions of , and these form a topological group. • The construction is “homomorphic,” which means that the group structure is respected. In engineering terms, this means that the distance is unaffected by linear filtering.8 • The metric may be calculated algorithmically as a finite product in the pole-zero domain. • The metric may be calculated algorithmically from the coefficients by using determinants. • When the Levinson recursion is applied to an AR model, the distance between the new model and the original one depends only on the reflection coefficient. Looking at the form of the resultant, which is similar to a Toeplitz structure, this is hardly surprising (recall that the Levinson recursion is used to solve Toeplitz problems). We suggest that the metric can be used in at least two circumstances. First, we might have a large number of signals that come from various types of sources, and we wish to classify them. Having first fitted ARMA models to each signal, we could whose th construct a distance matrix, that is, a matrix element is the distance between the models of the th and th signals. By performing cluster analysis on , the signals are classified [16]. This is an “unsupervised” technique in that the underlying models are unknown. and Alternatively, we might know the underlying models wish to classify a signal (modeled as , say) as having come for each from one of those. In that case, we compute and see to which of the the model is closest. What remains to be seen is whether these ideas work in the presence of uncertainty in the estimation of the model coefficients and/or model order [17]. Obviously, this is a fairly big issue, and it will be tackled in forthcoming papers. The first step appears to be the extension of Tourneret and Lacaze's work [18] to the statistics of the distance between the estimated and the true AR model. If our ideas work, they will make AR and ARMA techniques even more useful in system and time series analysis and classification. 8However, this is not necessarily a desirable property in system identification or controller design because we might want to remove part of the frequency axis from consideration [15], and the natural approach would be to apply a filter; with our metric, this would have no effect.



APPENDIX THE RESULTANT The resultant of two polynomials



is by definition the following determinant:



rows res rows



in which the unoccupied spaces are supposed to be filled with zeros. After factorizing and as



it can be shown [10, Sec. 7.4] that res and from this, it is clear that res if and only if have a common factor in some extension field. Algebraically, this is an important result because it shows that we can test for the presence of common factors without having to factorize the polynomials. Algorithmically, we can perform the test in a finite number of steps, viz., the number of operations needed to evaluate a determinant; care must be taken when doing this, however, because the matrix will obviously be ill-conditioned whenever the polynomials “almost” have a root in common. The following is helpful in deriving (8). It is easily obtained : from the above expression for res res



A. Notes for Section II-D and res . To attend We need to find res to the first of these, we write (10), shown at the top of the page.
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res



(11)



Subtracting times the th row from the th, for each from 1 to (this leaves the determinant unaltered), we find



res



Now, the right-hand column is zero, except for its bottom element (which is 1); therefore, the bottom row and right-most column can be deleted, and this implies res



res



res



The second quantity is a little harder to evaluate. We have (11), , we shown at the top of the page. For each from 1 to th rows and use the multilinearity expand the th and of the determinant. The procedure will be demonstrated for . res



Exchanging the th and th rows of and dividing . In addition, out by the and , we find that because in each case, the th and th rows are multiples of each other. Repeating the process for the remaining values of , we arrive at



The left column and top row may be removed, and the right column and bottom row may also be removed. Then res
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