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Auto-Contractive Maps: An Artificial Adaptive System for Data Mining. An Application to Alzheimer Disease1 Massimo Buscema1,*, Enzo Grossi2, Dave Snowdon3 and Piero Antuono4 1



Semeion Research Center, Rome, Italy; 2Bracco Medical Affairs Europe,Via E. Folli 50, 20134 Milan, Italy; 3SandersBrown Center on Aging, Department of Preventive Medicine, College of Medicine, University of Kentucky, Lexington, KY; USA; 4The Medical College of Wisconsin, 9200 West Wisconsin Avenue, Milwaukee, WI, USA Abstract: This article presents a new paradigm of Artificial Neural Networks (ANNs): the Auto-Contractive Maps (AutoCM). The Auto-CM differ from the traditional ANNs under many viewpoints: the Auto-CM start their learning task without a random initialization of their weights, they meet their convergence criterion when all their output nodes become null, their weights matrix develops a data driven warping of the original Euclidean space, they show suitable topological properties, etc. Further two new algorithms, theoretically linked to Auto-CM are presented: the first one is useful to evaluate the complexity and the topological information of any kind of connected graph: the H Function is the index to measure the global hubness of the graph generated by the Auto-CM weights matrix. The second one is named Maximally Regular Graph (MRG) and it is an development of the traditionally Minimum Spanning Tree (MST). Finally, Auto-CM and MRG, with the support of the H Function, are applied to a real complex dataset about Alzheimer disease: this data come from the very known Nuns Study, where variables measuring the abilities of normal and Alzheimer subject during their lifespan and variables measuring the number of the plaques and of the tangles in their brain after their death. The example of the Alzheimer data base is extremely useful to figure out how this new approach can help to re design bottom-up the overall structure of factors related to a complex disease like this.



Keywords: Artificial neural networks, contractive maps, artificial adaptive systems, theory of graph, minimum spanning tree, Alzheimer disease, nun study. 1. AUTO-CONTRACTIVE MAPS, H FUNCTION AND MAXIMALLY REGULAR GRAPH 1.1. Introduction



methods manage to provide a sensible output, its statement and implications can be so articulated to become practically un-useful or, even worse, easily misunderstood.



Investigating the pattern of correlations among large numbers of variables in large databases is certainly a quite difficult task, that is seriously demanding in both computational time and capacity. The statistically-oriented literature has developed a variety of methods with different power and usability, all of which, however, share a few basic problems, among which the most outstanding are: the nature of the apriori assumptions that have to be made on the datagenerating process, the near impossibility to compute all the joint probabilities among the vast number of possible couples and n-tuples that are in principle necessary to reconstruct the underlying process’ probability law, and the difficulty of organizing the output in an easily grasped, ready-toaccess format for the non-technical analyst. The consequence of the first two weaknesses is the fact that when analyzing poorly understood problems characterized by heterogeneous sets of potentially relevant variables, traditional methods can become very unreliable when not unusable. The consequence of the last one is that, also in the cases where traditional



In this paper, we introduce a new methodology based on an Artificial Neural Network (ANN) architecture, the Auto Contractive Map (AutoCM), which allows for basic improvements in both robustness of use in badly specified and/or computationally demanding problems, and output usability and intelligibility. In particular, AutoCMs ‘spatialize’ the correlation among variables by constructing a suitable embedding space where a visually transparent and cognitively natural notion such as ‘closeness’ among variables reflects accurately their associations. Through suitable optimization techniques that will be introduced and discussed in detail in what follows, ‘closeness’ can be converted into a compelling graph-theoretic representation that picks all and only the relevant correlations and organizes them into a coherent picture. Such representation is not actually constructed through some form of cumbersome aggregation of two-by-two associations between couples of variables, but rather by building a complex global picture of the whole pattern of variation. Moreover, it fully exploits the topologi-



__________________________________ 1  The architecture of Auto Contractive Map (equations, topology and parameters) was ideated by Massimo Buscema at Semeion Research Center from 2000 to 2007. Auto Contractive Map is implemented in Buscema[2002], Buscema[2007] and Massini[2007b].  The Pruning Algorithm was ideated by Giulia Massini at Semeion Research Center in 2006. The Pruning Algorithm is implemented in Massini[2007a] and Buscema[2008].  The H Function was ideated by Massimo Buscema at Semeion Research Center in 2007. The H Function is implemented in Buscema[2008].  The Maximally Regular Graph (M.R.G.) was ideated by Massimo Buscema at Semeion Research Center in 2007. The M.R.G. is implemented in Buscema[2008].
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cal meaningfulness of graph-theoretic representations in that actual paths connecting nodes (variables) in the representation carry a definite meaning in terms of logical interdependence in explaining the data set’s variability. We are aware of the fact that these techniques are novel and therefore not entirely understood so far in all of their properties and implications, and that further research is called for to explore them. But at the same time we are convinced that their actual performance in the context of well-defined, well understood problems provides an encouraging test to proceed in this direction. 1.2. Learning Equations The Auto Contractive Map (CM) presents a three layers architecture: an Input layer, where the signal is captured from the environment, an Hidden layer, where the signal is modulated inside the CM, and an Output layer by which the CM influences the environment according to the stimuli pre1 viously received (see Fig. (1)) [1,2]. Each layer is composed by N units. Then the whole CM is composed by 3N units. The connections between the Input layer and the Hidden layer are Mono-dedicated, whereas the ones between the Hidden layer and the Output layer are at maximum gradient. Therefore, in relation to the units the number of the connections Nc, is given by: Nc = N (N + 1). ] Input layer



Nc=20



define v the vector of monodedicated connections , w the matrix of the connections between Hidden layer and Output layer, and n the discrete time of the weights evolution, or rather n is the number of cycles of elaboration that, starting from zero increases itself of a unit at each successive cycle: n N . The signal forward transfer equations and the learning ones are four: a. Signal transfer from the Input to the Hidden:  vi  (1) mi[(hn]) = mi[ s ]  1  ( n )  C   where C = Positive real number not lower than 1, named Contractive Factor, and where (n) subscript has been omitted from input layer units, these being constant at every elaboration cycle.



b. Adaptation of the connections vi( n ) through the vi( n ) trapping the energy difference generated by the equation (1):



( n)



Fig. (1). An example of a AutoCM with N=4



All the connections of CM may be initialized both by equal values and by values at random. The best practice is to initialize all the connections with the same positive value, close to zero.



2. Adaptation of the connections value between the Input layer and the Hidden layer; * 3. Signal Transfer from the Hidden layer into the Output layer; * 4. Adaptation of the connections value between the Hidden layer and the Output layer. (*): step 2 and 3 may take place in parallel. [s]



We define as m the units of the Input layer (sensors), scaled between 0 and 1, as m[h] the ones of the Hidden layer and as m[t ] the ones of the Output layer (system target). We 1
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vi( n+1) = vi( n ) + vi( n ) ;



(3)



( n)



)



N  wi , j Neti( n ) =  m[jh( n])  1  ( n )  C j 



  ; 



(4)



 Neti( n ) mi[(tn]) = mi[(hn )] 1   C 



.  



(5)



d. Adaptation of the connections



wi , j( n ) through the wi , j



(n)



trapping the energy differences generated by the equation (5): wi, j



( n)



The learning algorithm of CM may be summarized in four orderly steps: 1. Signal Transfer from the Input into the Hidden layer;



(2)



 h 



c. Signal transfer from the Hidden to the Output:



] Hidden layer



] Output layer



(



 vi   1  ( n) ; C  



s 



vi = mi  mi



 wi, j  ( n) [h] = mi[h]  mi[t ]   1   m ; ( n) ( n)  C  j( n )



(6)



wi , j( n+1) = wi , j( n ) + wi , j( n )



(7)



(



)



Even a cursory comparison of (1) and (5) and (2-3), (67), respectively, clearly shows how both steps of the signal transfer process are guided by the same (contraction) principle, and likewise for the two weight adaptation steps (for which we could speak of an energy entrapment principle). Notice how the term m[jh ] in (6) makes the change in the (n) connection



wi , j( n ) proportional to the quantity of energy lib-



erated by node mi[ h ] in favor of node mi[t ] . The whole learn(n) (n) ing process, which essentially consists of a progressive adjustment of the connections aimed at the global minimization of energy, may be seen as a complex juxtaposition of phases of acceleration and deceleration of velocities of the learning signals (adaptations wi , j and vi ) inside the ANN con(n)



(n)
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nection matrix. To get a clearer understanding of this feature of the AutoCM learning mechanics, begin by considering its convergence condition:



lim vi = C n



Indeed, when 2), and



m



The second step to gain insight into the AutoCM learning mechanics is to demonstrate how, during the AutoCM learning phase, vi( n ) describes a parabola arc, always lying in the positive orthant. To see this, re-write equation (2) as:



( n)



  vi vi  s s vi =  mi  mi  1  ( n )   1  ( n ) = ( n)  C    C  



vi = C , then vi = 0 (according to eq (n)



( n)



[h] j( n )



(8)



= 0 (according to eq 1) and, conse-



s 



= mi 



quently, wi , j( n ) = 0 (as from eq 6): the AutoCM then converges. There are, moreover, four variables that play a key role in the learning mechanics of AutoCM. Specifically, 1.



i
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is the contraction factor of the first layer of AutoCM



( n)



weights:



vi  vi ( n) ( n) 1  



C  C 



 i( n ) was defined, we can write



Remembering how



vi( n ) C



= 1   i ( n ) and then further re-write (2a) as a function



of the contraction factor



 i( n ) = 1 



(2a)



vi( n )



 i( n ) :



vi( n ) = mi[ ](1   i ( n ) )  (1  (1   i( n ) )) = s



C



= mi[ ](1   i( n ) )   i( n )



(2b)



s



As it is apparent from (1), the parameter C modulates the transmission of the Input signal into the Hidden layer by ‘squeezing’ it for given values of the connections; the actual extent of the squeeze is indeed controlled by the value of C, thereby explaining its interpretation as the contraction parameter. Clearly, the choice of C and the initialization of the connection weights must be such that the contraction factor is a number always falling within the [0 , 1] range, and decreasing at every processing cycle n, to become infinitesimal as n diverges.



values of the input layer units decrease along the unit interval, one can easily check that the vi( n ) parabola arc (2b)



i, j is, analogously, the contraction factor of the second



Equation (2c) tells us that the adaptation of the connections between the Input and Hidden layers, vi , will be



layer of AutoCM weights which, once again given the initialization choice, falls strictly within the unit interval:



always smaller than the adaptation that v needs to reach up i



2.



( n)



 i , j( n ) = 1 



wi , j( n )



i( n ) is the difference between the Hidden and the Input



nodes:



i( n ) = m  m [s] i



[h] i(n)



It is a real function of n, and it always takes positive, decreasing values in view of the contractive character of the signal transfer process. 4.



i( n ) is, likewise, the difference between the Output and



the Hidden nodes:



i( n ) = m



[h] i( n )



m



[t ] i(n)



It is, by the same token, a real function with positive values, decreasing in n.



 i( n ) , and letting the



meets the following condition:



0 < vi( n ) <  i( n )  C   i( n )



(2c)



(n)



( n)



C. Actually,



vi( n +1) = vi( n ) + vi( n ) = C  C   i( n ) + vi( n ) ,



but from (2c) we know that



C



As for the previous layer, the value of the contraction factor is modulated by the contraction parameter C. 3.



Keeping in mind the definition of



vi( n )  C   i( n )  0 , which



proves our claim. As a consequence,



vi( n ) will never exceed



C. However, the convergence condition requires that lim vi = C , which in turn implies the following: n



(n)



lim  i n 



(n)



= 0 , lim mi[(hn]) = 0 , lim mi[(tn]) = 0 , n



n



(8)



lim  i( n ) = mi[s ] , and lim  i( n ) = 0 n 



n 



In view of the contractive character of the signal transmission process at both of the AutoCM’s layer levels, combining equations (1) and (5) we can also write:



mi[(tn])  mi[(hn])  mi[s ] ;



(1-5)



and in particular, we can reformulate them as follows:



mi[(hn]) = mi[ s ]   i( n )



(1a)
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and



than



 Neti( n ) mi[(tn]) = mi[ s ]   i( n )  1  C 



   



(5a)



between



vi



( n)



and wi, j . From equation (1-5), we can ( n)



mi[(hn]) = mi[ s ]  i( n )



(1b)



mi[(tn]) = mi[(hn])  i( n )



(5b)



i( n ) is another small positive real number. As already



remarked, such small positive numbers must become close to 0 as n diverges. We can also write



= m  (i( n ) + i( n ) ) . [s] i



m



(5c)



At this point, we can easily reformulate equation (2) as:



(



s



h 



vi = mi   mi



( n)



( n)







vi 



)   1  C 



(2d)



= i  i



( n)



( n)



( n)



And, likewise, equation (6) as: wi, j



( n)



 wi, j 



h



t 



h ( n)



 mj  = = mi   mi    1  ( n) ( n) ( n) C   



(



)



(6b) 



s



= i  i, j  mj    i ( n)



( n)



( n)



noting that



lim wi, j



( n)



=0



(6e)



 0



Plugging (6b) into (7) and remembering the definition of the contraction factor i , j( n ) yields: wi, j



( n+1)



(



= C  1  i, j



( n)



)+ 



s



i( n )



 i  mj   i ( n)



(7a)



( n)



Finally, from (7a) and (8), we can conclude that:



lim wi , j( n ) = C  (1  i , j( n ) ) n



(7b)



In a nutshell, the learning mechanics of the AutoCM boils down to the following. At the beginning of the training, the Input and Hidden units will be very similar (see equation (1)), and, consequently, vi( n ) will be very small (see equation (2d)), while for the same reason



decreases, and so do accordingly



Consequently,



i( n ) and  i( n ) .



wi , j( n ) rolls along a downward slope,



vi( n ) slows down the pace of its increase. When



i( n ) becomes close to zero, this means that mi[h] is now ( n)



m (see equation (5b)). vi( n ) is [t ] i( n )



accordingly getting across the global maximum of the equation vi = mi[s ](1   i )   i , so once the critical point has (n) (n) (n)



and



[t ] i( n )



m



only slightly bigger than



 i is a small positive real number; ( n)



where



( n)



[h] i( n )



whereas



stipulate:



where



vi rapidly increases as the processing cycles n pile



while up,



We are now in the position to clarify the relationship



vi( n ) (see equations (2d) and (6b)). During the training,



i( n ) (see its definition



above) at the beginning will be very big and



wi , j( n ) bigger



been hit,



vi( n ) will in turn begin its descent toward zero.



1.3. Auto CM: Theoretical Consideration Auto Contractive Maps do not behave as a regular ANN: a. They learn also starting from all connections set up with the same values. So they do not suffer the problem of the symmetric connections. b. During training, they develop for each connection only positive values. Therefore, Auto CM do not present inhibitory relations among nodes, but only different strengths of excitatory connections. c. Auto CM can learn also in hard conditions, that is, when the connections of the main diagonal of the second connections matrix are removed. When the learning process is organized in this way, Auto CM seems to find a specific relationships between each variable and any other. Consequently, from an experimental point of view, it seems that the ranking of its connections matrix is equal to the ranking of the joint probability between each variable and the others. d. After learning process, any input vector, belonging to the training set, will generate a null output vector. So, the energy minimization of the training vectors is represented by a function trough which the trained connections absorb completely the input training vectors. Auto CM seems to learn to transform itself in a dark body. e. At the end of the training phase ( wi , j = 0 ), all the components of the weights vector v reach up the same value:



lim vi( n ) = C . n 



(8)



The matrix w, then, represents the CM knowledge about all the dataset. It is possible to transform the w matrix also in probabilistic joint association among the variables m:



pi , j =



wi , j N



w j =1



i, j



;



(9)
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P(m[js ] ) =  pi , j = 1



(10)



i



The new matrix p can be read as the probability of transition from any state-variable to anyone else:



P(mi[t ] m[js ] ) = pi , j .



(11)



g. At the same time the matrix w may be transformed into a non Euclidean distance metric (semi-metric), when we train the CM with the main diagonal of the w matrix fixed at value N. Now, if we consider N as a limit value for all the weights of the w matrix, we can write:



d i , j = N  wi , j



(12)



The new matrix d is also a squared symmetric matrix where the main diagonal represents the zero distance between each variable from itself. 1.4. Auto CM and Minimum Spanning Tree Equation (12) transforms the squared weights matrix of Auto CM into a squared matrix of distances among nodes. Each distance between a pair of node becomes, consequently, the weighted edge between these pair of nodes. At this point, the matrix d may be analyzed trough the graph theory. The Minimum Spanning Tree problem is defined as follows: find an acyclic subset T of E that connects all of the vertices in the graph and whose total weight is minimized, where the total weight is given by
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and the strength among them as the weight of each edge, linking a pair of vertex, the MST represents the minimum of energy needed because all the elements of the structure continue to stay together. In a closed system, all the components tend to minimize the overall energy. So the MST, in specific situations, can represent the most probable state where a system tends to. To define the MST of a undirected graph, each edge of the graph has to be weighted. The equation (12) shows a way to weight each edge whose nodes are the variables of a dataset and whose weights of a trained AutoCM provides the metrics. Obviously, it is possible to use any kind of AutoAssociative ANN or any kind of Linear Auto-Associator to generate a weight matrix among the variables of a assigned dataset. But it is hard to train a two layer AutoAssociative Back Propagation with the weights main diagonal fixed (to avoid variables auto-correlation) [4-9]. In the most of the cases, the Root Mean Square Error stops to decrease after few epochs. Especially when the orthogonally of the records increase. And that is usual when it is necessary to weight the distance among the records of the assigned dataset. In this case, in fact, it is necessary to train the transposed matrix of the assigned dataset. By the way, if a Linear Auto-Associator is used, all the non linear association among variables will be lost. So, actually, AutoCM seems to be the best choice to compute a complete and a non linear matrix of weights among variables or among records of any assigned dataset. 1.5. The Graph Complexity: the H Function



(13)



This degree of protection in a graph defines the rank of centrality of each node within the graph, when an iterative pruning algorithm is applied to the graph.



T is called spanning tree, and MST is the T with the minimum sum of its edges weighted.



This algorithm was found and applied for the first time as a global indicator for a graph complexity by Giulia Massini at Semeion Research Center in 20062 [2].



N 1



d (T ) = 



N



d



i = 0 j =i +1



i, j



, di , j .



Mst = Min{d (Tk )} .



(14)



Pruning Algorithm Rank=0;



Given a undirected Graph G, representing a d matrix of distances, with V vertices, completely linked each other, the total number of their edges (E) is:



E=



V  (V  1) ; 2



Do { Rank++;



(15)



Consider_All_Nodes_with_The_Minimum_Number_of_Links ();



And the number of its possible tree is:



T = V V 2 .



(16) Delete_These_Links();



Kruskal in the 1956 found out an algorithm able to determinate the MST of any undirected graph in a quadratic number of steps, in the worse case [3]. Obviously, the Kruskal algorithm generates one of the possible MST. In fact in a weighted graph more than one MST are possible. From conceptual point of view the MST represents the energy minimization state of a structure. In fact, if we consider the atomic elements of a structure as vertices of a graph



Assign_a_Rank_To_All_Nodes_Without_Link(Rank); Update_The_New_Graph(); Check_Number_of_Links(); } while at_least_a _link_is_present; 2



Buscema M., Squashing Theory and Contractive Map Network, Semeion Technical Paper #32, Rome, 2007.
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Higher the rank of a node, bigger is the centrality of its position within the graph. The latest nodes to be pruned are also the kernel nodes of the graph.



a hub collapses into a chain. This limit case has relevance when the number of nodes x is odd and their topology is a chain. Indeed:



The pruning algorithm can be used also to define the quantity of graph complexity of any graph.



IF



In fact, if we assume μ as the mean number of nodes without any link in each iteration, during the pruning algorithm, we can write the Hubness Index, H 0 , of a graph with



N nodes as: μ   1 H0 = ; A where: μ =



1 M



M



 Nd i



i



=



•



S = progressive index for pruning cycles;



•



G = gradient of the erased nodes at cycle j;



•



L = number of links erased at cycle j;



•



N* = number of erased nodes at cycle j;



THEN:



0 < H 0 < 2;



(17)



S 1 2  ( x  1) 2



A 1 P ;  =  S TG j ; A = number M P j



of links of the graph (N-1 for tree graphs); M = number of iterations of pruning algorithm; P = number of types of pruning; Ndi = number of nodes without link at the j-th itera-



tion; STG j = series of pruning gradient types. Using H 0 , as global indicator, it is possible to define how much a graph is hub oriented. We show below three



G 1 1 



L 2 2 



N* 2 2 



1



2



3



 [C ] = 1 μ [C ] =



2x x 1



possible cases when N=6 (N=Number of Nodes):



N [C ] = x



Case 1 : H0 = 0.2 , – the tree is for 1 hub oriented – 5



B



A



D



C



E



H 0[C ] = F



μ [C ]   [C ] 1 x +1 1 x +1 . = =  [C ] 2 x 1 x 1 N 1 ( x  1)



x 



Case 2 : H0 = 1 , – the tree is completely hub oriented – B



D



E



Fig. (3), Case 2.



Case 3 : H0 = 0.4 , – the tree is for 2 hub oriented – 5 E



B C A



(20)



So, in the case of a “chain tree” composed of an odd number of nodes, the last pruning cycle has to delete 3 nodes, representing the limit case where “hub tree” and “chain tree” collapse into each other. In this condition, a “chain tree” will present a H 0 value always a little bigger than 0. Increasing the number of the odd nodes in the “chain tree”, this squared value decreases asymptotically to zero. The H index, in any case, displays a structural difference between trees composed of an even vs. an odd number of nodes.



C



F



(19)



In other words:



lim H = 0 . Fig. (2), Case 1.



A



(18)



D F



The H indicator (equation 17) represents the global hubness of graph. When H=0, the tree is a one-dimensional line and its complexity is minimal. When H=1, the tree presents only one hub, and its complexity is the maximum than a tree can attain. The complexity of a graph, in fact, is connected to its entropy. The quantity of information in a graph is linked to the graph diameter and to the connectivity of the vertices: given the number of vertices, the shorter the diameter, the bigger the entropy. Starting from the classical notion of entropy we can thus write: N



Fig. (4), Case 3.



The simple equation (17) turns out to be correct also in the limit case of a tree with only 3 nodes. In this case, H 0 = 1 applies, as in this type of tree is the limit case where



E =  K   pi  ln( pi );



(21)



i



If we name E (G ) the topological entropy of a generic tree-graph, we can write:
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1 0.9 0.8 0.7 0.6 0.5 0.4 0.3 0.2 0.1



5 =2 N 1 =2 7 N =3 3 N =3 N 8 =3 8 N =5 1 N =5 7 N =6 3 N =6 9 N =7 5 N =8 1 N =8 7 N =9 3 N =0 N= 0 10 N 5 =1 1 N= 1 11 7 N= 12 N= 3 12 N= 9 13 5 N= 14 1 N= 14 7 N= 15 3 N= 15 N= 9 16 5 N= 17 N= 1 17 N= 7 18 3 N= 18 9 N= 19 N= 5 20 1



=1



N



N



=3 N



N



=0



0



Fig. (5). Equation 12. Hubness of a chain tree with odd number of vertices.



E (G ) = 



A N Ci C     ln  i ; 0 < E (G ) < . M i A  A 



(22)



where: A = number of graph edges (N-1, when the graph is a tree); N = number of graph vertices; M = number of pruning cycles necessary to de-connect the graph completely; Ci = degree of connectivity of each vertex. The quantity node



higher the corresponding H value. For the sake of clarity, let us now consider in detail how to compute the H Function and the topological entropy of a generic graph. We begin by introducing the concept of the Pruning Table, as an useful presentational tool:



M 1 ... k



Ci measures the probability that a generic A



C j , where j  i , has to be directly linked to the node



Ci . This means that the entropy of a graph, E (G ) , will increase when the number of vertices with a large number of links increases. Accordingly, the probability to arrange the links of N vertices, using a random process, into a linear chain is the lowest. Therefore, the higher the number of pruning cycles, M, needed for a graph, the smaller is graph entropy. Equation (22) shows clearly that a “hub tree” has more entropy than a “chain tree”. Consequently, when the H index of a tree increases, its redundancy increases as well. At this point, it is necessary to illustrate how the H Function and the corresponding topological entropy work for any generic a-directed graph. According to the H Function, the complexity of any graph is ruled by equation (17); in particular, we have: 0 < H 0 < 2 . More specifically, 0 < H 0 < 1 for trees (with the excep2 tion of “star trees” for which H 0 = 1 ). For a regular graph, the corresponding H Function lies in the interval: 1.6  H 0 < 2 . For any other kind of graph (except trees), the H Function can take any value of the feasible interval, depending on its degree of symmetry: the more symmetric the graph, the



G g1



L l1



N n1



... gk



... ... lk nk



where M is the counter of the pruning cycles; G is the gradient of the M-th pruning cycle; L is the number of deleted links at the M-th pruning cycle; and N is the number of deleted nodes at the M-th pruning cycle. Take as an example the graph:



5 6



4 3



2



1



Fig. (6), Pruning example.



The corresponding pruning table will be:



M 1



G 1



L N 2 2



2 3



1 2



1 3



1 3



At this point, applying the equations (32) and (37), it is possible to compute the H Function and the topological entropy of this specific graph as:
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To help the reader familiarize with these computations, we report as an example of values of the H function and of the topological entropy for different graphs, each of which made of only 6 nodes:



Fig. (11). R-Graph (a): H=0.72; E(G)=9.4213.
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D



E
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5



Fig. (7). Chain: H=0.2; E(G)=3.5116.



4



B



Fig. (12). R-Graph (b): H=0.5; E(G)=7.1214. D



A



2 4 5



C



3



E



F



Fig. (8). Star: H=1; E(G)=8.0471.



1



6



Fig. (13). R-Tree: H=0.4; E(G)=4.5814. 2



It is easy to check how hubness and topological entropy, in the examples above, vary in ways that reflect, respectively, the graph’s depth of connectivity layers and the occurrence of nodes with a large number of connections. Notice also as the two measures need not always be concordant (compare e.g. the ‘star’ graph and the R-graph(a) above).



3



1



4



1.6. Auto CM and Maximally Regular Graph (M.R.G.) The MST represents the nervous system of any dataset. In fact, the summation of the strength of the connection among all the variables represents the total energy of that system. The MST selects only the connections that minimize this energy.



5



Fig. (9). Closed Star: H=1.7; E(G)=21.5253.



2



3



Consequently, all the links shown by MST are fundamental, but not every fundamental link of the dataset is shown by MST. 4



1



Such limit is intrinsic to the nature of MST itself: every link able to generate a cycle into the graph is eliminated, however its strength. 6



5



Fig. (10). Complete Graph: H=1.93; E(G)=32.9583.



To avoid this limit and to explain better the intrinsic complexity of a dataset, it is necessary to add more links to the graph according to two criteria:



Auto-Contractive Maps
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1. The new links have to be relevant from a quantitative point of view;



M.R.G. is always more relevant that the weakest connection of M.S.T.



2. The new links have to be able to generate new cyclic regular microstructures, from a qualitative point of view.



The M.R.G., finally, generates, starting from the M.S.T., the graph presenting the highest number of regular microstructures using the most important connections of the dataset.



Consequently, the MST Tree-graph is transformed into an undirected graph with cycles. Because of the cycles, the new graph is a dynamic system, involving in its structure the time dimension. This is the reason why this new graph should provide information not only about the structure but also about the functions of the variables of the dataset. To build this new graph we need to proceed in this way: 1. Assume the MST structure as a starting point of the new graph; 2. Consider the sorted list of the connections skipped during the MST generation; 3. Estimate the H Function of the new graph each time we add a new connection to the MST structure, to monitor the variation of the complexity of the new graph at every step. So, we have named Maximally Regular Graph (M.R.G.) the graph whose H Function is the highest, among all the graphs generated adding to the original MST the new 3 connections skipped before to complete the MST itself . Consequently, starting from the equation (17), the M.R.G. is given by the following equations:



H i = f (G( Ap , N ));



(23)



μ p   p 1 Ap



;



(24)



Calculation of H Function (H 0 represents MST complexity)



MRG = Max{H i }. graph with highest H



(25)



i [0,1,2,..., R]; index of H Function p [N  1, N , N + 1,..., N  1 + R]; index for the number of graph arcs



 (N  1)  (N  2)  R  0,1,.., ; 2  number of the skipped arcs during the M.S.T. generation The “R” variable is a key variable during the M.R.G. generation. “R” variable, in fact, could be also null, when the generation of M.S.T. implies no connections to be skipped. In this case, there is no M.R.G. for that dataset. The “R” variable, further, makes sure that the last and consequently the weakest connection added to generate



3



2. AUTO-CM APPLIED TO AN ALZHEIMER DISEASE DATASET FROM NUN STUDY 2.1. Materials and Methods Both Neurofibrillary tangles (NFT) and neuritic plaques (NP) are the primary neuropathologic markers of Alzheimer’s disease (AD), although they are highly prevalent in normal brain aging [10-13]. Many reports have described that there are fewer differences in AD brain neuropathologic lesions between AD patients and control subjects aged 80 years and older, as compared with the considerable differences between younger persons with AD and controls [14,15]. While there are dramatic differences in neuropathologic lesion counts between middle-aged AD cases and controls, the difference in lesion counts, while significant, is of lesser magnitude in older adult AD cases and controls [14]. Advanced age at death is associated with somewhat less severe dementia and fewer senile plaques and neurofibrillary tangles [15]. Presently there is not a consensus on whether NFT constitute a specific effect of the disease or result, in part, from a non-specific age related process.



Generic Function on a graph with Ap arcs e N Nodes/



Hi =



More the H Function selected to generate the M.R.G. is high, more meaningful the microstructures of the M.R.G..



Buscema M., Squashing Theory and Contractive Map Network, Semeion Technical Paper #32, Rome, 2007.



In fact, some investigators [16] have suggested that, since the NFT are very prevalent in the brains of non-demented older adults, the presence of NFT in the brain is not, by itself, diagnostic of AD, and that NFT should be viewed as a later occurrence in the pathological progression of the disease. Overall, the exact role of NFT to AD, aging, and dementia remains unclear. Even universally accepted neuropathological criteria for Alzheimer’s disease differ on the diagnostic role of NFT. The current approach of determining different cut-off points for NFT and NP density and regional distribution do not allow a 100% sensitivity and specificity in discriminating between AD brains and control subjects with normal cognitive function. Recent studies further suggest that NFT have a stronger correlation to cognitive function than NP, not only in AD but also in normal aging and mild cognitive impairment [10,12,17]. The degree of cognitive impairment is a function of the distribution of NTF within the brain [16]. In particular, the presence of high NFT density in the entorhinal and hippocampus neurons is strongly correlated to reduced cognitive performance in normal aging, whereas NFT formation in neocortical areas is associated with clinically overt AD [11,12,13,18].
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Neuropathologic studies [11,12,13,18] have shown that the distribution of NFT in the human brain follows, in general, a predictable and hierarchical pattern whereas the distribution of NP varies among individuals. Neurofibrillary pathology is initially limited to the hippocampus and the entorhinal cortex [12,18]. As the number of NFT increases in these areas, neurofibrillary pathology extends into the temporal cortex. Finally, tangles emerge and spread to the neocortical areas of the brain.



These cut-off derive from a previous mathematical validation of neuropathological values distribution observed in a previous study [20].



•



Demented non AD patients: presence of impaired cognitive function and clinical dementia; values of any pathologic biomarker below described cut-off. Nineteen subjects fulfilled these criteria.



2.2. Database



•



Mild cognitive impairment patients: presence of mild cognitive impairment of the amnestic type.



The data for this analysis come from a prestigious study on Alzheimer Disease patients called “Nun study”. This is a longitudinal study on normal aging and AD. All subjects are catholic nuns in the “School Sisters of Notre Dame” congregation, living in seven regions of the United States. Therefore, the sample was composed only of women, who were subjected to a series of cognitive and functional exams every year. All participants agreed to donate their brain for a postmortem examination. At the time of their last cognitive exam, the participants were between ages 76 and 102 (mean age 87.77, standard deviation [SD] 6.14). At the time of death, participants were between ages 76 and 103 (mean 88.72, SD 6.03). The last cognitive test, therefore, was carried out just prior to the date of death. The educational level of the participants was rather high: 14 women had 8 yr of schooling, 9 had 12, 54 had 16, and 40 had 18 yr of schooling. The cognitive testing battery used in the Nun Study was the “Consortium to Establish a Registry for Alzheimer’s Disease” (CERAD) [19], which evaluates the capacity of memory, language, video-spatial ability, concentration,and orientation. We have used the following criteria to define operatively four classes of subjects: •



•



Non demented, control subjects (NOLD): absence of significant cognitive function as documented by a MMSE score > 24 and /or by a concomitant absence of mild cognitive impairment of the amnesic type. Level of NFT and NP below specific cut-off ( see below).



Twenty six patients fulfilled these criteria and they constitute the AD cases in this analyses.



Thirty-six subjects fulfilled these criteria. The data base included 13 descriptive variables and 4 target variables( diagnosis). They are reported in Table 1. Table 1.



Input Variables



1. Age in years at death 2. Years of attained education 3. Age in years at last cognitive exam 4. Number of Activities of Daily Living intact at last exam(Demonstrates ability to walk 50 feet at last exam;Completes dressing tasks without help at last exam;Demonstrates ability to stand up from a seated position at last exam;Indicates ability to attend to toileting needs without assistance at last exam;Completes eating and drinking tasks without help at last exam) 5. Delayed Word Recall score at last exam 6. Constructional Praxis score at last exam 7. Verbal Fluency score at last exam 8. Boston naming test 9. Mini-Mental State Exam score at last exam 10. TangleNeocortex count 11. TangleHippo count 12. PlaqueNeocortex count 13. PlaqueHippo count



Thirty six subjects matched these criteria.



14. NormalOld



Pure AD patients: presence of impaired cognitive function and clinical dementia. Values of NFT and NP in the neocortex and hippocampus above the following cut-off:



15. Pure AD



•



Neurofibrillary Tangles in Neocortex: average value of neocortical NFT per mm2 >1.0;



•



Neurofibrillary Tangles in Hippocampus: average value of hippocampal NFT per mm2 >10;



•



Neuritic Plaques in Neocortex: maximum number of NP in the neocortex >1.5;



•



Neuritic Plaques in Hippocampus: maximum number of NP in the hippocampus >1.5.



16. Presence of a MCI 17. Demented non AD



We transformed the 13 descriptive variables in 26 input variables constructing for each of the variable, scaled from 0 to 1, its complement as it is shown in Table 2 We have preprocessed the data set and developed a distance matrix according to three different mathematical analysis: AutoCM; Euclidean, linear correlation. In the results sections we compare and comment the map obtained.



Auto-Contractive Maps
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First of all, each variable of the original dataset was scaled into the [0,1] interval. This pre-processing scaling is necessary to make possible a proportional comparison among all the variables: in this way the AutoCM ANN will learn each variable of each pattern with a normalized value. Table 2.



Variables Transformation Variables



Complement



1.



AgeExam



1- AgeExam



2.



AgeDeath



1- AgeDeath



3.



EdYears



1- EdYears



4.



ADL



1- ADL



5.



WRCL



1- WRCL



6.



CNPR



1- CNPR



7.



BOST



1- BOST



8.



VRBF



1- VRBF



9.



MMSE



1- MMSE



10.



TangleNeocortex



1- TangleNeocortex



11.



TangleHippo



1- TangleHippo



12.



PlacqueNeocortex



1- PlacqueNeocortex



13.



PlaqueHippo



1- PlaqueHippo



Working in this way, each value of the dataset represents the fuzzy membership with which each pattern belongs to any variable. By the way, we think useful to generate for each variable of each record a new twin variable, pointing out the membership of that variable in that record to the complement :



Vari k = 1.0  Vari k ; k = k  th record; i = i  th variable This new pre-processing is very useful for the Auto-CM ANN learning process, also if it is a redundant operation: AutoCM, infact, has a non symmetric learning process: very sensitive to the numbers close to 1 and very insensitive to numbers close to 0. That is good from a probabilistic viewpoint, but sometime the absence of something means the presence of something else. This is the reasons why at the end we have a dataset with 117 records and 26 variables + 4 diagnostic variables (Pure AD, Demented-non Alzheimer, MCI and Normal Old).
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At this point, first the MST filter is calculated on this matrix and after the Maximally Regular Graph. 3. RESULTS [21-25] 3.1. Maps Description and Comparison The autocontractive map (see Fig. (2)) points out very clearly the connection between AD and two paradigmatic pathological biomarkers of the disease, namely Max Tangle neocortex and Max plaque hippo on one hand and to minimum values of MMSE. All min. neuropsychological tests are clustered and interconnected together. There is a continuous connection of min neuropsychological tests with AD and a continuous connection between max neuropsychological tests with NOLD. Other interesting features are the evident asymmetry in the pattern of interconnections between the area of presence of disease (upper part of the map and the area of absence of the disease ( lower parte of the map), typical of non linear systems and the fact that actual age doesn’t influence the diagnosis of AD. This latter evidence is in contrast to what happens with linear correlation distance matrix, in which the age is connected with NOLD node. Min tangle of neocortex appears as the principal hub of the variables network. Interestingly enough, verbal fluency seems to separate the normal and pathological aging, acting as a sort of turning point. This finding is in line with recent studies which point out very clearly the role of semantic fluency in separating normal from pathological age related cognitive decline [26,27]. In Fig. (15) the maximum regular graph is applied. The emerging picture depicts a complexity diamond rich in interconnections placed in the normal aging area. This is consistent with the concept that on living systems the disease can be viewed as loss of complexity. The maps obtained with other kind of distances matrix like Euclidean distance and linear correlation distance are shown in Fig. (16) and Fig. (17). In order to allow a comparison of these map with autoCM map in absence of an objective gold standard, a number of features corresponding to pathophysiological commonly accepted concepts has been identified. The fitting degree of each map with these features is described in Table 3. AutoCM map matches 12 out of 15 of these features, while the number of matching’s in the case of linear correlation Map and Euclidean Map is 8 and 7 respectively. This comparison points out very clearly a trend of superiority of AutoCM metrics viv a vis the other two common metrics.



Auto CM spend about 100 epochs to learn the whole dataset (RMSE 

 Lihat lebih banyak...
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