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6 Bioinformatic Strategies for cDNA-Microarray Data Processing Jessica Fahl´en, Mattias Landfors, Eva Freyhult, Max Bylesj¨o, Johan Trygg, Torgeir R Hvidsten, and Patrik Ryd´en



Abstract Pre-processing plays a vital role in cDNA-microarray data analysis. Without proper preprocessing it is likely that the biological conclusions will be misleading. However, there are many alternatives and in order to choose a proper pre-processing procedure it is necessary to understand the effect of different methods. This chapter discusses several pre-processing steps, including image analysis, background correction, normalization, and filtering. Spike-in data are used to illustrate how different procedures affect the analytical ability to detect differentially expressed genes and estimate their regulation. The result shows that pre-processing has a major impact on both the experiment’s sensitivity and its bias. However, general recommendations are hard to give, since pre-processing consists of several actions that are highly dependent on each other. Furthermore, it is likely that pre-processing have a major impact on downstream analysis, such as clustering and classification, and pre-processing methods should be developed and evaluated with this in mind.



6.1 Introduction Pre-processing of cDNA-microarray data commonly involves image analysis, normalization and filtering. Over the last decade, a large number of pre-processing methods have been suggested which makes the overall number of possible analyses huge (Mehta et al. 2004). Pre-processed data are always used in some type of downstream analysis. Such analysis ranges from identification of differentially expressed genes (Lopes et al. 2008; Stolovitzky 2003), through clustering, classification and regression analysis Batch Effects and Noise in Microarray Experiments: Sources and Solutions Edited by A. Scherer © 2009 John Wiley & Sons, Ltd. ISBN: 978-0-470-74138-2
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(Alizadeh et al. 2000; Roepman et al. 2005; Ye et al. 2003; Zervakis et al. 2009), all the way to systems biology and network inference (Lorenz et al. 2009). The choice of pre-processing method affects the downstream analyses (Ryd´en et al. 2006; Ye et al. 2003). Hence, pre-processing is important and should be selected with care. The ultimate goal of pre-processing is to present the data in a form that allows modeling of biologically important properties. In this chapter, we discuss how pre-processing affects the result of various analyses. Our aim is not to present an overview of preprocessing methods or to compare methods, but to show the principal effect of applying some commonly used approaches. As for all experimental procedures, the microarray technology measures not only the desired biological variation but also the technical variation introduced by the experiment. For example, the technical variation can be caused by cell extraction, labeling, hybridization, scanning and image analysis. The technical variation might be systematic and introduce bias, or behave as pure noise. Pre-processing aims to remove this undesired variation. Although the number of sources contributing to the technical variation is large, it is still possible to describe the merits of different analyses. In order to do this we will use spikein data to estimate some measures of interest (sensitivity and bias) and use various plots (the intensity–concentration (IC) curve and MA plot) to describe the systematic variation. In this introductory section we introduce spike-in data, the IC curve, the MA plot and some key measures. In Section 6.2 we show how the sensitivity and bias are affected by various pre-processing methods. In Section 6.3 we discuss how pre-processing methods may influence downstream analyses and present a tumor data example that illustrates how different pre-processing methods influence a cluster analysis. A discussion and the major conclusions are presented in Section 6.4.



6.1.1 Spike-in Experiments In a spike-in experiment, all the genes’ RNA abundances are known. The advantage of using spike-in data for investigating the effect of pre-processing methods is, in contrast to ordinary experiments, that all key measures can be estimated. A commonly used alternative is to simulate realistic microarray data, but this is a very difficult task. The simulation has to build on various model assumptions that generally cannot be validated. Furthermore, spike-in data have the advantage that they go through the same experimental steps as an ordinary experiment and are therefore subject to the same technical variation. We consider data from eight in-house produced spike-in cDNA-microarrays (the Lucidea experiment). The arrays were in-house produced cDNA-arrays consisting of 20 clones from the Lucidea™ Universal ScoreCard. Each clone was printed 480 times in 48 identically designed sub-grids. Eight Lucidea arrays were hybridized with labeled preparations of Lucidea Universal ScoreCard reference and test spike mix RNA, along with total RNA from murine cell line J774.1 (data available on book companion site www.the-batch-effect-book.org/supplement). The arrays had approximately 6000 nondifferentially expressed (NDE) genes and 4000 differentially expressed (DE) genes. The NDE genes had RNA abundances ranging from low to very high. The DE genes were either threefold or tenfold up- or down-regulated, with either low or high RNA abundances. For further details, see Ryd´en et al. (2006).
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6.1.2 Key Measures – Sensitivity and Bias We consider cDNA-microarray experiments where two populations are compared and where the aim is to identify and describe biological differences between the populations. An experiment is characterized by its ability to identify DE genes and correctly estimate the regulation of the DE genes (i.e. sensitivity and bias). The difference in a gene’s expression between the two populations is estimated by the average log-ratio (taken over all arrays) and a test statistic is constructed in order to determine how likely it is that the gene is differentially expressed. Genes with p-values below a user-determined cutoff value are classified as DE and the remaining genes are classified as NDE. The cutoff value is determined so that the false discovery rate (FDR) is kept at the user’s desired level. The FDR is the proportion of false positive genes among the selected genes. A reasonable FDR is often set at around 5–10%, but this depends on the investigator and the aim of the study. Determining the cutoff value is trivial for spikein experiments because the gene regulations are known in advance, but obviously much more difficult for ordinary experiments. For spike-in data the experiment’s sensitivity (probability of observing a true positive) and specificity (probability of observing a true negative) can easily be estimated for any cutoff value. Since only a small fraction of the genes are assumed to be differentially expressed the cutoff value will mainly be governed by the NDE genes with the most extreme test statistics (i.e. lowest p-values). We will consider the sensitivity when the specificity is fixed at 99.95%. This corresponds to a FDR around 5–20% when the sensitivity is in the range 20–90% and only 1% of the genes are truly differentially expressed. How well an experiment is able to predict the true regulation of the DE genes is another important measure for judging the quality of the experiment. The bias of a DE gene is the expected difference between the observed and true regulation. Since it is common practice to transform the intensities using the logarithmic transformation with base 2 we also consider the bias on log scale. The bias for one DE gene is estimated as the difference between the average observed log-ratio (taken over all arrays) and the true log-ratio. To estimate the combined bias for two DE genes is a more delicate task. If we only take the average of the two biases it would be rather misleading. Consider a situation where we have one up-regulated and one down-regulated gene, and that the experiment underestimates all types of regulation. In this case the bias will be negative for the up-regulated gene and positive for the down-regulated gene, but the average might be close to zero. Our solution to this problem is to consider the reflected bias, where all down-regulated genes have their observed and true regulation multiplied by −1. Once this is done we can estimate the combined bias with the average of the reflected biases. This approach allows us to estimate the overall bias, while retaining its direction (i.e. over- or underestimation).



6.1.3 The IC Curve and MA Plot In a spike-in experiment, all the RNA abundances are known and all genes are designed to have similar properties. It is therefore possible to study the relationship between the logarithm of the genes’ RNA abundance (the concentration) and the expected value of the corresponding log-intensities. The expected values are estimated with the average
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Figure 6.1 IC curves and MA plot for the raw data obtained at the 80 scan. The left plot shows the IC curves of the treatment (dashed) and reference (solid) channels. The straight line is the ideal IC curve. The right plot shows the corresponding MA plot, were the black dots correspond to NDE genes and the gray dots to DE genes. The horizontal lines represent the true regulation of the genes. Clearly, the data are affected by the background since we have no intensities below 6.



log-intensities taken over a set of arrays and a set of replicates (genes with the same concentration). The intensity–concentration (IC) curve illustrates this relation (e.g. Figure 6.1) and is a powerful tool to study the effects of applying different pre-processing methods. In an ideal situation, the IC curve is a straight line through origin and with slope equal to one; that is, doubling the concentration results in doubled log-intensities. However, the estimated IC curves commonly deviate from the ideal curve. Typically, raw data produce IC curves that are S-shaped, and due to systematic variation the observed slopes are often less than one. The change in slope introduces bias in the observed log-ratios of the DE genes, so that the magnitudes of the regulations of DE genes are underestimated. Note that the bias increases with the magnitude of the true regulation. To illustrate the distribution of the extreme NDE genes, those that are highly responsible for the sensitivity, we use the MA plot, where the log-ratios (M) are plotted against the average log-intensities (A); see, for example, Figure 6.1. In the ideal situation the NDE genes should be centered at zero and the DE genes at their true log-ratios. In order to achieve 100% sensitivity it is sufficient that the variation is so small that the NDE genes and DE genes are completely separated.



6.2 Pre-Processing Pre-processing in a wide sense includes image analysis, selection of data (if we have multiple scans), normalization, and filtration. In particular, normalization aims to reduce the systematic bias while preserving the biological variation. In this section we study how scanning procedures, normalization and filtration affect the overall bias (reflected bias) and sensitivity. Throughout this chapter we use the IC curves and MA plots from the Lucidea experiment to illustrate the changes in bias and sensitivity. For clarity, the IC curves are based on data from one array while the MA plots are based on the aggregated Lucidea data. In all examples, the B statistic (L¨onnstedt and Speed 2002) was used as the test statistic and the specificity was kept at 99.95%.
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Figure 6.2 IC curves for the Lucidea raw data scanned at different scanner settings; the 70 scan (solid), the 80 scan (dashed), the 90 scan (dotted) and the 100 scan (dashed and dotted).



6.2.1 Scanning Procedures The location of the IC curves is affected by the scanner intensity. In the Lucidea experiment the arrays were scanned at four settings: 70%, 80%, 90% and 100% of the maximum laser intensity and photomultiplier tube (PMT) voltage. Henceforth, these scans are referred to as the 70, 80, 90 and 100 scans. The IC curves for the four settings are shown in Figure 6.2. Generally, the number of saturated spots will increase with the scanner settings. On the other hand, by lowering the scanner settings we will increase the number of not-found spots (i.e. genes that cannot be separated from the background noise and are flagged as not found during the image analysis). The relation between the scanner settings, the amount of saturated and not-found spots for the Lucidea data is presented in Table 6.1. The location of the IC curves is also affected by the scanner intensity, but the parallel shift of the IC curves is generally irrelevant in constructing unbiased estimators of the log-ratios.



6.2.2 Background Correction A common problem when measuring optical signals is that the raw intensities are affected by background errors. There are several sources that contribute to background errors, such as cross hybridization, unbound RNA/DNA, dust, stray light and Pmt noise (dark noise). An observed intensity is commonly modeled as the sum of the ‘desired’ intensity and the background error, where the two variables are independent. Under these assumptions it is



Table 6.1 Percentages of not-found and saturated spots for one array in the Lucidea experiment at four different scanner settings.



Saturated spots (%) Not-found spots (%)



70 scan



80 scan



90 scan



100 scan



0 52



0.1 49



9 44



19 41
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Figure 6.3 IC curves and MA plot for background corrected 80 scan Lucidea data. The left plot shows the IC curves of the treatment (dashed line) and reference (solid line) channels. The straight line is the ideal IC curve. The right plot shows the corresponding MA plot, were the black dots correspond to NDE genes and the gray dots to DE genes. The horizontal lines represent the true regulation of the genes.



clear that the background errors mainly affect weakly expressed genes. This can typically be seen in the IC curves; see, for example, Figure 6.1. Moderately and highly expressed genes are only slightly affected, but importantly the background causes a reduction in the slope of the IC curve. Background correction methods aim to remove the background from the raw intensities. In our examples we have applied local background correction where the spot’s local background (measured around the spot) is subtracted from its intensity (Eisen 1999). In Figure 6.3 we see how the background correction straightens out the IC curves. Thus, the correction reduces the overall bias, but interestingly it will entail a prominent increase in the variance of the log-ratios. In particular, background correction will increase the number of extreme log-ratios from the NDE genes. The MA plots for the non-background-corrected and background-corrected data clearly show this drawback (Figures 6.1 and 6.3). The increased variance makes it harder to detect DE genes (lower sensitivity); see, for example, Qin and Kerr (2004) and Ryd´en et al. (2006). In Table 6.2 the bias and the sensitivity for data with and without background correction are presented. The table highlights the trade-off between sensitivity and bias: the background correction reduced the sensitivity from 68% to 41%, but it also reduced the bias from −0.8 to −0.2. A reflected bias equal to −0.8 (−0.2) tells us that 57% (87%) of the magnitude of the true regulation of the DE genes is observed. An additional problem is that background correction produce a large number of negative intensities; this will be discussed in Section 6.2.5. The increased variance is often explained by the fact that the background always is estimated with some error, and that we introduce additional variance in the subtraction step. Evidently there is some truth in such a statement, but in fact the variance will increase even though we remove the true background. The fact that background correction commonly result in increased variance and decreased bias can be explained by the following theoretical argument. Assume that X and Y are two positive and independent random variables such that       X X E log = μ > 0, Var log = σ 2. Y Y
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Table 6.2 Sensitivity at 99.95% specificity and reflected bias for different normalization methods. Data from the Lucidea 80 scan were used and two types of background correction were considered: no correction (No) and local background correction (Local). Three types of dye normalizations were considered; no dye -normalization (No), MA normalization (Global) and print-tip MA normalization (Spatial). The B-test was used for all normalizations. Background correction No Local No Local No Local



Dye normalization



Sensitivity (%)



Reflected bias



No No Global Global Spatial Spatial



18 17 45 31 68 41



∗ ∗



−0.8 −0.2 −0.8 −0.2



∗



Reflected bias is designed for data centered at zero and is not a sensible measure for data that have not been dye normalized.



Then, for any positive constant a, we have       X+a X+a E log < μ, Var log < σ 2. Y +a Y +a Adding a positive constant corresponds to adding a positive background to the ‘desired’ intensities. An intuitive explanation for the increased variance is that the backgroundcorrected intensities from weakly expressed genes behave as random noise with mean close to zero. When constructing the log-ratios we get division by values close to zero and as a consequence some extremely high ratios. Several techniques to improve the removal of the background errors have been suggested (Efron et al. 2001; Kooperberg et al. 2002; Yang et al. 2002a; Yin et al. 2005). For a more detailed description and comparison of different background correction methods, see Ritchie et al. (2007).



6.2.3 Saturation The current scanners have a limited resolution (limited to 16-bit images), which causes highly expressed genes to have saturated intensities (i.e. intensities that are affected by pixel values that are truncated at the maximum value 216 − 1). This causes a censoring of the highly expressed genes, which appear as the upper knee in the IC curves (Figure 6.1). This decrease in slope affects the bias of the highly expressed DE genes. Contrary to the background, which affects all genes, the saturation only affects genes that are expressed at high levels. Thus, correcting for saturation reduces the bias of highly expressed DE genes. How this correction affects sensitivity is less clear, but if a large proportion of the DE genes have saturated intensities, then it is likely that the correction will increase the overall sensitivity. The bias caused by saturation can be avoided by considering data from a low scanner setting (Table 6.1). However, the background problems are generally high at low settings (Figure 6.2). A solution is to combine data from several scanner settings (Bengtsson et al. 2004; Dudley et al. 2002; Lyng et al.
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Figure 6.4 IC curves for background corrected 100 scan Lucidea data before (left) and after (right) correction of saturated intensities. The plot shows the IC curves of the treatment (dashed) and reference (solid) channels. The straight line is the ideal IC curve. Linear scaling, combining data from the 80, 90, and 100 scans, was used to remove the systematic variation caused by saturation.



2004). Figure 6.4 shows the IC curves before and after saturation correction using linear scaling of data from three scanner settings similar to what was described in Dudley et al. (2002).



6.2.4 Normalization 6.2.4.1 Dye Bias: General Considerations In a cDNA-experiment there are experimental differences between the populations; for example, cells are extracted separately, the samples are labeled with different dyes, and different wavelengths are used during scanning. These differences influence the background and saturation biases, but also introduce an array and dye-specific bias. The array-specific bias is generally characterized by a global shift in the intensity levels of each microarray element. The dye-specific bias can be thought of as the difference between the populations’ IC curves after all the background and saturation bias have been removed. Dye normalization aims to normalize the populations’ intensities into ‘a common scale’, such that the populations’ IC curves coincide. The normalized IC curve can be regarded as the ‘average’ of the original IC curves (Figure 6.5). We stress that dye normalization does not remove background and saturation bias; it just puts the data on a common scale.



6.2.4.2 Spatial Dependency In order to put the data on a common scale, dye normalization methods generally normalize the data so that the log-ratios of the NDE genes are centered at zero; see, for example, Figure 6.6. Some methods assume that the dye differences are homogeneous (Dudoit et al. 2002; Bolstad et al. 2003), and other methods assume that there is a spatial dependency over the arrays (Wilson et al. 2003; Yang et al. 2002c). Such spatial effects may be caused by uneven hybridization and washing. Thus, using methods that account for spatial dependency will improve the normalization and increase the overall sensitivity. The improvement can be significant; see, for example, Table 6.2 where the global
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Figure 6.5 IC curves for the 80 scan Lucidea data before (dashed) and after (solid) dye normalization. Note that, here both the channels are described by the same type of lines and that IC curves of the channels’ normalized data are very close to each other. The data were normalized using the print-tip MA normalization.
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Figure 6.6 The MA plots for dye-normalization (a) without background correction and (b) with background correction for the 80 scan Lucidea data. The black dots correspond to NDE genes and the gray dots to DE genes. The horizontal lines represent the true regulation of the genes.



MA normalization (Dudoit et al. 2002) did have considerably lower sensitivity than the print-tip MA normalization (Yang et al. 2002c).



6.2.4.3 OPLS Normalization for Modeling of Array and Dye Bias An alternative to traditional within-array normalization methods would be to include information across multiple arrays in an experiment. This can be helpful for identifying general properties of the array and dye biases. One approach towards multi-array normalization uses the orthogonal projections to latent structures (OPLS) regression method (Trygg and Wold 2002; Bylesj¨o et al. 2007). In OPLS normalization, the design matrix of the experiment (describing the biological background of the samples) is employed to identify systematic variation independent of the design matrix. This is intuitively appealing since it ensures that no covariation in the experiment related to the design matrix will be removed. To do this, OPLS normalization requires a balanced design in order to separate the different sources of variation. For the Lucidea experiment, all treated samples are labeled using one dye and all reference samples using another dye; hence the dye effect and the treatment effect are confounded in the design matrix. In such a
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design, OPLS normalization is not generally applicable since removing the dye effect (unwanted batch effect) would also imply removing the treatment effect (endpoint of interest).



6.2.5 Filtering In any experiment a large proportion of the genes will not be expressed or will be expressed at very low concentrations. Their intensities will be on the level of the background noise and most of them are not found in the image analysis. If background correction is applied, several of the weakly expressed genes that are found will have negative intensities after the correction. Henceforth, spots that are either not found or have at least one negative intensity are referred to as flagged spots. Here we present three filtration methods that handle flagged spots: complete filtering (treating the flagged spots as missing values), partial filtering (giving all flagged spots a small user-defined value, so that their log-ratios are set to zero), and censoring (which is a generalization of partial filtering). In censoring all flagged spots, as well as spots with very low intensities, are given a small user-defined value. A drawback with complete filtering is the loss in efficiency in the downstream analyses. In particular, if the number of arrays is small, and if background correction is applied, then several of the weakly expressed genes will only have a small number of observed log-ratios. Just by chance some of these genes may get very low p-values, resulting in a low sensitivity. A common solution is to remove genes with less than k observed logratios. For some k-values this will increase the sensitivity. Unfortunately, this leaves us with the difficult problem of choosing the number k. Partial filtering is based on the assumption that the majority of the flagged spots are due to the fact that the genes are not expressed in any of the populations and that their true log-ratios are zero. In comparison to complete filtering it reduces the influence of weakly expressed NDE genes and suppresses the log-ratios of the DE genes. For backgroundcorrected data this results in a higher sensitivity and bias compared to complete filtration (Table 6.3). Table 6.3 Sensitivity at 99.95% specificity and reflected bias for different filtering methods. Data from the Lucidea 80 scan were used and two types of background correction were considered: no correction (No) and local background correction (Local). Three types of filtering methods were considered: complete, partial and censoring (with a minimum value equal to 64). The B-test and print-tip MA normalization were used for all normalizations. Background correction No Local No Local No Local



Filtering method



Sensitivity (%)



Reflected bias



Complete Complete Partial Partial Censoring Censoring



68 41 65 74 68 78



−0.8 −0.2 −1.0 −0.6 −0.8 −0.5
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Censoring intensities of the flagged spots, as well as the low intensities (i.e. intensities lower than some value c), are set to a user defined minimum value c. Censoring can be very powerful, but it is an open problem how to determine the minimum value c. For background-corrected data censoring can be regarded as a type of reversed background correction and consequently might result in both increased sensitivity and larger bias (Table 6.3).



6.3 Downstream Analysis Pre-processing of microarray data is, as the name suggests, a prerequisite for further downstream analysis. Identification of DE genes (often referred to as gene selection or feature selection) is usually an integral step in all downstream analyses. Due to the large number of genes compared to the number of observations, gene selection is essential in order to avoid overfitting in subsequent model induction methods (Hawkins 2004). In this section we discuss methods for gene selection and provide an example of how pre-processing of a real-world microarray data set affects a downstream analysis such as hierarchical clustering.



6.3.1 Gene Selection Commonly, downstream analysis aims to identify genes or groups of genes that are affected by the treatment. The first step is to rank the genes by using some test procedure. Genes with p-values below some cutoff value are classified as differentially expressed. Here, the cutoff value is commonly determined so that the FDR is controlled at a reasonable level (Benjamini and Hochberg 1995). The list of classified DE genes is generally filtered further using gene ontology (Ashburner et al. 2000) or other sources of biological knowledge. The genes are then verified to be differentially expressed by other methods, such as quantitative real-time polymerase chain reaction. Although the sensitivity is highly dependent on the choice of test, no explicit relation can be given in general. This is because the relative merits of the methods are much dependent on the design of the experiment (including the number of arrays) and the pre-processing. Because of these dependencies the relative merits have at the time of writing not been exhaustively studied. It has, however, been shown that the classical t-test performs relatively poorly for microarray data likely due to the small number of observations (arrays) (Qin and Kerr 2004). Several more complex approaches have been adapted to microarrays to improve the tests. These approaches include stabilization of the sample variance (shrinkage), estimation of the distribution under the null hypothesis through resampling, and Bayesian approaches (Baldi and Long 2001; L¨onnstedt and Speed 2002; Tusher et al. 2001).



6.3.2 Cluster Analysis Ye et al. (2003) presented a study of hepatitis B virus-positive metastatic hepatocellular carcinomas. The study includes 87 tumor samples, with 65 samples from patients with



(b)



(a)



Figure 6.7 Clustering results of the Ye data. The dendrograms show the results of applying Ward’s hierarchical clustering after print-tip MA normalization (a) without background correction and (b) with background correction. The leaves in the dendrogram are marked with P or PN, depending on the class they belong to, and a number unique to each patient.
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metastasis (samples taken from primary and metastatic tumors), class P, and 22 samples from patients with no metastasis (samples taken from primary tumor), class PN. As Ye points out in his publication, it is very difficult (or even impossible) to separate P from PN samples unless a gene selection method taking the class information into account is used to identify a set of DE genes. A descriptive analysis of the raw data suggested that there were systematic differences within and between the arrays in the experiment. In addition, it was evident that the background errors where rather large. Therefore, we compared hierarchical clustering results for two different normalizations: print-tip MA normalization (Yang et al. 2002c) in combination with background correction and without background correction. After normalization, a gene selection method using the class information (P and PN) was employed (i.e. a modified t-test (Baldi and Long 2001) was calculated to test the difference between the two classes) and the 100 most differentially expressed genes were selected. In order to use the same gene set in the clustering for both normalizations (background and no background correction), the intersection of the two gene selections was computed. The intersection consisted of 75 genes and these were used in the following hierarchical cluster procedure using Ward’s method. Before the actual clustering the data were standardized so that each gene was transformed to have mean 0 and standard deviation 1. As can be seen in Figure 6.7, the choice of normalization in this example has an obvious effect on the clustering method’s ability to separate the two cancer classes. Pre-processing is likely to affect the cluster analysis. However, more research is needed in order to draw general conclusions.



6.4 Conclusion Pre-processing is important since different pre-processing methods can lead to different biological conclusions after downstream analysis. Unfortunately, there are numerous alternatives when it comes to pre-processing and there is no universal best method. The first question that needs to be addressed is: what is the aim of the study? If the main objective is to screen for potentially interesting genes, then sensitivity is the top priority and pre-processing methods should be selected accordingly. That said, it is still important to be aware that choosing a pre-processing method that maximizes the sensitivity generally leads to underestimated gene regulation. On the other hand, if the plan is to carry out some type of more advanced downstream analysis, such as clustering or classification, then both sensitivity and bias should be considered. As demonstrated, there is often a trade-off between low bias and high sensitivity. For example, methods using local background correction commonly have low bias, but also low sensitivity. On the other hand, the use of partial filtration can give high sensitivity depending on whether background correction has been applied or not, but will also result in a relative high bias. This brings us to our next point: pre-processing consists of many actions that are highly dependent on each other. From a user perspective this is bad news, since they would benefit from simple recommendations like ‘do not use background correction’. One of our aims was to demonstrate the complexity of pre-processing in that a method’s performance depends on which other methods it is combined with. It is also



74



Batch Effects and Noise in Microarray Experiments



important to have this complexity in mind when introducing and evaluating new methods. This brings us to our final point: pre-processing is likely to have a major impact on downstream analyses such as clustering, classification, and network inference. However, this is still a largely open question that can only be answered by systematic comparisons of several pre-processing methods, downstream analysis methods and biologically different data sets.
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