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Abstract The problem of blind synchronization and despreading of multiple asynchronous short-code direct-sequence code division multiple access signals is addressed in this paper. A novel algorithm applicable in asynchronous multi-user systems is proposed in which no prior knowledge of the used spreading codes is needed. The algorithm exploits the structure of the signal correlation matrix and estimates the timing offsets and spreading codes in an iterative manner, thereby improving existing methods so that also sources with nearly equal timing offsets can be estimated. Simulation examples demonstrate that nearly ideal processing gain is obtained already at a very low signal-to-noise ratio (SNR) in an AWGN channel. The algorithm can be used in interference cancellation as well as in non-cooperative applications such as spectrum monitoring, emitter localization and electronic intelligence. As an example, high-resolution DOA estimation of spread spectrum signals at low SNR is demonstrated. r 2007 Elsevier B.V. All rights reserved. Keywords: Blind despreading; Spreading code estimation; Non-cooperative signal processing



1. Introduction Direct-sequence code division multiple access (DS-CDMA) signals have been used in military context for secure communications for several decades due to their low probability of intercept properties. During the last couple of decades, DSCDMA has also been adopted to many civilian applications. For example, it is very widely used in multi-user wireless communication systems e.g. IS-95 and WCDMA. It is also used in the GPS satellite navigation system. Corresponding author.
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In conventional cooperative applications the DS-CDMA spreading codes are known to the receiver. However, there are non-cooperative applications such as e.g. spectrum surveillance and direction ﬁnding of DS-CDMA signals in which no prior knowledge of the spreading codes may be available at the receiver. If this is the case, the usual receiver tasks have to be done in a blind manner. Especially the direction ﬁnding problem is very demanding if the spreading codes are unknown and the signal-to-noise ratio (SNR) is low. Other similar applications that require blind estimation are for example interference cancellation, electronic support and interception of DS-CDMA transmissions. Blind despreading and recovery of DS-CDMA signals have not gained very much attention within
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the research community. Most of the work in open literature is dealing with single user scenarios. Tsatsanis and Giannakis proposed in [1] a subspace-based method for blind identiﬁcation of the convolution between the spreading code and channel impulse response. They also showed that any other blind SIMO channel identiﬁcation method could in principle be applied as well. Combined with the equalization techniques presented in [1], the proposed approach works well for signal interception purposes in single-user systems. Similarly, adaptive blind equalization methods can be used for blind despreading in single-user systems. In these methods, a ﬁlter is designed that adaptively minimizes some pre-deﬁned cost function. Such cost functions include the constant modulus cost function originally proposed by Godard and the alphabet matching function by Barbarossa et al., among others [2–6]. In the context of blind despreading, these methods may not only be used for blind equalization, but also to despread the signal. Effective synchronization schemes based on maximizing the squared Frobenius norm of the signal correlation matrix were proposed in [7–9] for single-user systems. In multi-user systems the problem is much more demanding. For synchronous multi-user systems, Yao and Poor proposed an EM-based algorithm for estimating the spreading codes after synchronization [10,11]. They also presented a method for acquiring code synchronization. The method presented in [7–9] for single-user systems could also be used for synchronous multi-user systems. In asynchronous systems, similar methods can be used for estimating the spreading codes as in synchronous systems. However, the problem of synchronization becomes much more challenging. One possible solution to the problem was given in [12], but this method has severe shortcomings that will be described in more detail later. In this paper we propose a novel algorithm for blind synchronization and despreading for asynchronous multi-user DS-CDMA systems. The algorithm is a multi-user extension of the algorithm proposed in [7] where single-user case was only considered. The method is based on a signal correlation matrix deﬂation technique in which the spreading codes and timing offsets are estimated one at a time. Then, their effect on the signal correlation matrix is iteratively removed. This way, a signiﬁcant improvement over the method in [12] can be obtained in asynchronous multi-user systems
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since the performance of the proposed method is nearly independent of the relative timing offsets between each user. If the timing offsets of multiple users are close to each other in an asynchronous system, it becomes a very challenging task to blindly detect the presence and recover the spreading codes of all users. Our simulations show that using the proposed algorithm, nearly optimal performance can be obtained already at a very low SNR. We also show that the proposed algorithm is always capable of exploiting nearly all the processing gain available in the system without explicit knowledge of the used spreading codes. The paper is organized as follows. In Section 2 we describe the signal model that is used in this paper. Then in Section 3, the proposed algorithm is described and analyzed in detail. In Section 4, the performance of the algorithm is studied through simulations. Finally, our conclusions are presented in Section 5. 2. Signal model An asynchronous DS-CDMA system with K users is considered. The continuous-time signal transmitted by user k may be modeled as sk ðtÞ ¼



1 X



bk ðnÞuk ðt  nT s Þ,



(2.1)



n¼1



where bk ðnÞ are the transmitted real- or complexvalued symbols drawn from a known constellation, T s is the symbol period and uk ðtÞ is the kth user’s signature waveform which can be expressed as uk ðtÞ ¼



N c 1 X



ck ðlÞpðt  lT c Þ.



(2.2)



l¼0



Thus, uk ðtÞ ¼ 0 for te½0; N c T c Þ. Here, N c is the spreading factor, ck ðlÞ is the lth chip of the spreading sequence of user k, T c is the chip period and pðtÞ is the impulse response of the pulse shaping ﬁlter. The same spreading code is repeated for every symbol, i.e. the system is a short-code DS-CDMA system. The signals of the K users are modulated to carrier p frequency f c , i.e. mixed with a sinusoidal ﬃﬃﬃﬃﬃﬃﬃﬃ carrier 2P0k cosð2pf c t þ f0k Þ, where P0k and f0k are the power and phase of the kth transmitted signal. The signals are transmitted through an AWGN channel. The received continuous-time signal may
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then be written as [13] ( ) K X pﬃﬃﬃﬃﬃﬃﬃﬃ sk ðt  tk Þ 2Pk expfjð2pf c t þ fk Þg xðtÞ ¼ Re



xðnÞ ¼



k¼1



þ vðtÞ,



uk ðt  nT s  tk Þ dt þ vðmÞ.



ð2:4Þ



The samples are then stacked into vectors xðnÞ of size N c  1 (Fig. 1). The spreading factor N c is assumed to be either known or estimated reliably. Short-code DS-CDMA signals are second-order cyclostationary with period equal to the spreading factor N c . Hence, if not known, the spreading factor may be estimated using these cyclostationary properties, see e.g. [15,16]. This also means that the random vectors xðnÞ are actually wide-sense stationary. Another possible method for estimating the symbol period and thus the spreading factor is proposed in [7,17]. The delay tk may be divided into integer and fractional part pk and d k so that tk ¼ ðpk þ d k ÞT c , pk 2 ½0; N c  1 and d k 2 ½0; 1Þ. Then, assuming rectangular pulses, the integral expressions can be Ts = NcTc Source 1 Source 2 Source 3 Symbol n -1



Symbol n



Fig. 1. The samples are stacked into blocks of length N c . These blocks then contain contributions from two symbols of each user.



K pﬃﬃﬃﬃﬃﬃ X Pk ejfk ½bk ðn  1Þðð1  d k Þcrk ðpk Þ k¼1



ð2:3Þ



where tk is the propagation delay of user k relative to the beginning of each symbol interval, Pk ¼ ak P0k is the received power (ak is the path loss), fk ¼ f0k  2pf c tk is the phase offset and vðtÞ is additive white Gaussian noise with two-sided power spectral density N 0 =2. The propagation delays are assumed to be different for each user, i.e. the system is asynchronous. Moreover, the signals may not be received with equal powers, i.e. the system is not assumed to be power controlled. At the receiver, the signal is IQ-mixed and sampled at chip rate using integrate-and-dump sampling. Then, the mth complex-valued sample of the received signal may be written as [13,14] Z mT c K pﬃﬃﬃﬃﬃﬃ X 1 xðmÞ ¼ sk ðt  tk Þ dt þ vðmÞ Pk ejfk T c ðm1ÞT c k¼1 Z mT c K pﬃﬃﬃﬃﬃﬃ 1 X X jfk 1 Pk e bk ðnÞ ¼ T c ðm1ÞT c n¼1 k¼1



τ1 = p1+d1



easily evaluated. The vectors xðnÞ can be expressed as [13,18]



þ d k crk ðpk þ 1ÞÞ þ bk ðnÞðð1  d k Þclk ðpk Þ þ d k clk ðpk þ 1ÞÞ þ vðnÞ,



ð2:5Þ



where crk ðpk Þ ¼ ½ck ðpk Þ; . . . ; ck ðN c  1Þ; 0; . . . ; 0T ,



ð2:6Þ



clk ðpk Þ ¼ ½0; . . . ; 0; ck ð0Þ; . . . ; ck ðpk  1ÞT



ð2:7Þ



are vectors containing the right and left parts of the spreading sequences, respectively, and vðnÞNC ð0; s2v IÞ is zero-mean white complex Gaussian noise. Denote the part of xðnÞ corresponding to symbol bk ðn  1Þ by srk (right part) and the part corresponding to symbol bk ðnÞ by slk (left part), i.e. srk ¼ ð1  d k Þcrk ðpk Þ þ d k crk ðpk þ 1Þ,



ð2:8Þ



slk



ð2:9Þ



¼ ð1 



d k Þclk ðpk Þ



þ



d k clk ðpk



þ 1Þ.



Now, the received signal vectors can be written in matrix form as xðnÞ ¼



K pﬃﬃﬃﬃﬃﬃ X Pk ejfk ½bk ðn  1Þsrk þ bk ðnÞslk  þ vðnÞ k¼1



¼ SðsÞAðp; /ÞbðnÞ þ vðnÞ,



ð2:10Þ



where SðsÞ ¼ ½sr1 ; sl1 ; . . . ; srK ; slK , s ¼ ½t1 ; . . . ; tK T , Aðp; /Þ ¼ diagf



pﬃﬃﬃﬃﬃﬃ jf pﬃﬃﬃﬃﬃﬃﬃ P1 e 1 ; . . . ; PK ejfK g  I 2 ,



p ¼ ½P1 ; . . . ; PK T , / ¼ ½f1 ; . . . ; fK T , bðnÞ ¼ ½b1 ðn  1Þ; b1 ðnÞ; . . . ; bK ðn  1Þ; bK ðnÞT . Here  denotes the Kronecker product. This signal model is used throughout this paper. Note that all quantities above except K are unknown, so the timing offset and spreading code estimation have to be done using only information about the signal structure such as modulation scheme and spreading factor. In a non-cooperative system the modulation scheme could also be recognized from the data but it is assumed to be known here. An algorithm that takes advantage of
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the signal structure in order to blindly recover the timing offset and spreading codes is proposed next. 3. Blind despreading algorithm In order to accomplish blind despreading, code synchronization and an estimate of the spreading code are needed. As mentioned in the introduction, in asynchronous systems the most difﬁcult task is synchronization without knowledge of the spreading codes. After estimates of the timing offsets have been obtained, the spreading codes may be estimated with a reasonable effort. Of course, since the estimation is done in a blind manner, the estimates will necessarily have a phase ambiguity that can be overcome only by known training data, using differential modulation or, especially if low-order modulation is used, by searching through all possibilities. Anyway, phase ambiguity is not a signiﬁcant problem in most noncooperative applications. 3.1. Proposed algorithm In the following, we propose an iterative algorithm for synchronization and despreading of multiple asynchronous DS-CDMA signals without any prior knowledge of the spreading codes. We extend the algorithm in [7] to multi-user case by using a signal correlation matrix deﬂation technique that estimates the spreading codes and timing offsets one at a time. Based on the obtained estimates, the dimension of the signal subspace is reduced at each iteration so that the spreading code and timing of the next user can be estimated reliably. The algorithm thus has some similarity to many commonly known multi-user detection techniques [19]. The proposed blind synchronization and despreading algorithm is based on a parametric model of the signal correlation matrix Rx . Assuming uncorrelated symbols, i.e. EfbðnÞbH ðnÞg ¼ s2b I, where s2b is the symbol variance, the correlation matrix can be expressed as (for simplicity, we denote Aðp; /Þ ¼ A) Rx ¼ EfxðnÞxH ðnÞg



ð3:1Þ H



H



H



¼ EfSðsÞAbðnÞb ðnÞA S ðsÞg þ ¼ SðsÞAEfbðnÞbH ðnÞgAH S H ðsÞ þ



s2v I s2v I



¼ s2b SðsÞAAH S H ðsÞ þ s2v I ¼ s2b



K X



l lH 2 Pk ½srk ðtk ÞsrH k ðtk Þ þ sk ðtk Þsk ðtk Þ þ sv I,



k¼1



ð3:2Þ
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where Efg denotes expectation. Note that we use the low rank property of the correlation matrix, so one needs to assume that KoN c =2. Also, note that the matrix is here in fact decomposed into signal and noise subspaces where the dimension of the signal subspace is 2K. As shown in [7,12], the squared Frobenius norm of the signal correlation matrix kRx ðtÞk2F may be used as a criterion to estimate the timing offsets as it is maximized whenever synchronization is achieved. However, for the criterion to work also in asynchronous multi-user systems, multiple access interference has to be taken into account. Otherwise, the method fails easily as will be explained later in this section. Our proposed solution is to take advantage of the parametric structure of the correlation matrix in (3.2). Clearly, as the correlation matrix is formed as a sum of the contributions of each user, this parameterization enables the use of a matrix deﬂation technique that reduces the effect of interference from other users. Hence, in each iteration, we ﬁrst maximize the squared Frobenius norm to estimate the timing offset. Then, we estimate the spreading code from the principal eigenvector of the correlation matrix. Finally, before moving on to the next iteration, we deﬂate the correlation matrix by subtracting the contribution of the estimated user from it. The exact details of the algorithm are summarized in Table 1. Note that the number of sources K is assumed to be known in the algorithm. In practice, K would typically be unknown. A reasonably good estimate of K may be obtained using e.g. information-theoretic criteria such as MDL or AIC as proposed in [20]. Fig. 2 illustrates how the squared Frobenius norm changes after each iteration when the proposed matrix deﬂation technique is used. In fact, our algorithm improves the one proposed in [12] in that it is also able to distinguish sources that are received with approximately the same delay. Algorithm [12] only calculates (5.1) and estimates all K timing offsets from the squared Frobenius norm of the obtained correlation matrix estimate. In our example in Fig. 2 this method would hence fail as there are four sources but only three peaks in the squared Frobenius norm. Thus, our algorithm clearly improves the performance in asynchronous multiuser systems. As already suggested in Table 1, the eigenvalues li of the correlation matrix are related to the signal power so they can be used in the algorithm to
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2564 Table 1 The proposed algorithm



ulk ¼



(1) Delay the signal by t 2 ½0; T s Þ and estimate the signal correlation matrix for each delay t from N snapshots of xðn; tÞ: N 1 X ^ ð1Þ ðtÞ ¼ 1 xðn; tÞxH ðn; tÞ. R x N n¼0



(5.1)



(2) For k ¼ 1; . . . ; K:



t



(b) Estimate the corresponding spreading code c^ k by ^ ðkÞ ð^tk Þ. calculating the principal eigenvector of matrix R x (c) Estimate also power of this user P^ k , e.g. from the largest eigenvalue. (d) Deflate the correlation matrix for each t as ^ ðkþ1Þ ðtÞ ¼ R ^ ðkÞ ðtÞ  P^ k ½^sr ð^tk Þ^srH ð^tk Þ þ s^l ð^tk Þ^slH ð^tk Þ. R x k k k k x



0.9 Iteration 1 Iteration 2



0.7 0.6



Iteration 3



0.5 0.4 0.3 Iteration 4



0.1 0 20



40



60 Delay (Tc)



80
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120



Fig. 2. The proposed algorithm works iteratively so that the correlation matrix is deﬂated at each iteration, reducing the dimension of the signal subspace by two in each iteration. This reduces the effect of multiple access interference and the timing offsets of all users can be estimated even in cases where they are very close to each other.



estimate the power of each signal. Let us denote the normalized spreading code vectors by urk ¼



srk , ksrk k



ð3:5Þ ð3:6Þ



Then the expression for the correlation matrix (3.2) can be written as Rx ðtÞ ¼



K s2b N c X Pk ½ðT s  tk Þurk urH k T s k¼1 2 þ tk ulk ulH k  þ sv I.



ð3:7Þ



l lH If it can be assumed that urk urH k ¼ uk uk ¼ I, i.e. that r l r l the matrix U ¼ ½u1 u1 . . . uK uK  is unitary, expres-



sion (3.7) is the eigenvalue decomposition of the correlation matrix. The spreading codes are typically designed so that this is actually quite a reasonable assumption. In this case, the eigenvalues are



1



0



Now, if it is assumed that the total energy carried during the transmission of a single spreading sequence E c ¼ T c kck k2 is approximately uniformly distributed over the spreading sequence, the squared vector norms can be written as T s  tk E c , Ts Tc tk E c kslk k2 ¼ . Ts Tc



^ ðkÞ ðtÞk2 . t^ k ¼ arg max kR x F



0.2



ð3:4Þ



ksrk k2 ¼



(a) Estimate the timing offset of user k as



0.8



slk . kslk k



ð3:3Þ



s2b N c Pi ðT s  ti Þ þ s2v , Ts s2 N c l2i ¼ b Pi ti þ s2v , Ts



l2i1 ¼



ð3:8Þ ð3:9Þ



for i ¼ 1; . . . ; K and li ¼ s2v for i42K. This shows the relation between the power and the eigenvalues. In the synchronized case, ti ¼ 0 and the power may be estimated from the largest eigenvalue of the correlation matrix. At the same time, the principal eigenvector reduces exactly to the corresponding spreading code. Expressions (3.7)–(3.9) can be used to evaluate how the spreading factor affects the performance of the algorithm. Since typically DS-CDMA systems may operate at lower SNR if larger spreading factors are used, a true blind despreading algorithm should also be able to operate at lower SNR if the spreading factor is larger. Observing that the squared Frobenius norm of the correlation matrix is actually equal to the sum of its squared eigenvalues, i.e. kRx ðtÞk2F ¼



Nc X i¼1



l2i ðtÞ,



(3.10)
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it is clear that the algorithm should have better SNR performance with larger spreading factors since the eigenvalues corresponding to the signal subspace depend on the spreading factor as shown in (3.8), (3.9). So, if larger spreading factors are used, the signal subspace will be easier to separate from the noise subspace and as a consequence the algorithm operates at a lower SNR. The simulation results presented in the next section justify this observation further. The complexity of the algorithm may be reduced by noting that actually only the principal eigenvalue and eigenvector are needed from the correlation matrix. There are many low complexity algorithms for estimating these, e.g. the power method [21]. Also one needs to note that while estimating the correlation matrix separately for each possible timing offset requires quite heavy computations, it only needs to be done once. A drawback of the algorithm is that the criterion kRx ðtÞk2F may still fail due to some spurious peaks caused by e.g. impulsive noise or high load. This problem can be mitigated e.g. by oversampling with respect to chip rate. 4. Simulation examples In this section, the performance of the proposed algorithm is studied as a function of SNR, number of symbols used in the estimation and system load. The effect of spreading factor is also considered by using different spreading factors in the simulations. As an example application, we show how the proposed blind despreading technique can be used to enable high-resolution DOA estimation and consequently emitter localization at a very low SNR. In the ﬁrst example, the performance of the algorithm was studied at different SNRs at the receiver input. The SNR of user k is deﬁned as SNRk ðdBÞ ¼ 10 log10



Efjsk ðnÞj2 g s2v



(4.1)



where s2v is the noise variance. The simulation is run for one, two and four users. Gold codes of lengths 31 and 127 are used. The timing offsets are generated from a uniform distribution such that the integer part pk 2 ½0; N c  1 and the fractional part d k 2 ½0; 1Þ. The independent symbol sequences are generated randomly from BPSK constellation and spread with the spreading code. The signals are summed together and white Gaussian noise is added
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to the resulting signal. The signal is oversampled by a factor of four with respect to chip rate. Using the proposed method, the timing offsets and spreading codes are then iteratively estimated and used in code-matched ﬁlters. The blind despreading performance is measured using processing gain which is deﬁned for user k as G k ðdBÞ ¼ SNRk;out ðdBÞ  SNRk ðdBÞ,



(4.2)



where SNRk ðdBÞ is as deﬁned in (4.1) and SNRk;out ðdBÞ is SNRk;out ðdBÞ ¼ 10 log10



EfjhTk sk ðnÞj2 g , EfjhTk vk ðnÞj2 g



(4.3)



where hk is the matched ﬁlter that is formed using the estimated spreading code of user k. The N c  1 signal vectors sk are formed using the estimated timing offsets. Also, probability of correct timing acquisition is considered. It is deﬁned as Pacq ¼ Pðjt^k  tk jo12Þ,



(4.4)



i.e. the probability that the estimated timing offset deviates from the correct one by less than half of the chip period. The SNR was varied between 20 and 12 dB and the number of symbols used in the estimation was ﬁxed at 512 BPSK symbols. The results were averaged over 2000 simulation runs. The results of the ﬁrst simulation are shown in Figs. 3 and 4. It is seen that with a small number of users almost ideal processing gain is obtained and that the acquisition is correct with a very high probability. Also it is seen that as the number of users is increased, the performance starts to degrade. The simulation veriﬁes that indeed the algorithm is able to take advantage of larger spreading factors, i.e. with the longer spreading codes of length 127 larger processing gain is obtained at a lower SNR. In the second simulation, the performance of the algorithm was studied as a function of the number of symbols used in estimating the signal correlation matrix. The SNR was ﬁxed at 5 dB and the number of symbols was varied. Other simulation parameters were similar to those in the ﬁrst example. The results were again averaged over 2000 runs. The results are shown in Figs. 5 and 6. From these ﬁgures it is seen that good performance is obtained with 200–300 snapshots. The number of needed symbols obviously depends on the dimension of the correlation matrix to be estimated. In the third simulation, the effect of system load on the algorithm performance was studied. The SNR
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Fig. 3. The obtained processing gain measured as a function of input SNR. The curves nearly coincide with the ideal ones.



Fig. 5. The obtained processing gain measured as a function of number of snapshots used in the estimation. The signal-to-noise ratio is 5 dB.
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Fig. 4. Probability of acquisition as a function of input SNR. Although the probability is not even close to one with multiple users, the timing error is still fairly small and large processing gains can still be obtained.



was ﬁxed to 5 dB and the number of symbols was 256. The spreading codes were Gold codes of length 31. Otherwise, the simulation setup was exactly the same as previously. The effect of system load was studied by varying the number of users and measuring the obtained processing gain in each case—in this case the processing gain was averaged over all users. Again, 2000 trials were run. The result is shown in Fig. 7. It is seen that already 15% load causes loss of performance. Finally, the proposed blind despreading algorithm was used as a pre-processing method prior to high-resolution DOA estimation. In this simulation
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Fig. 6. Probability of acquisition as a function of number of snapshots used in the estimation. The signal-to-noise ratio is 5 dB.



setup, a uniform linear antenna array (ULA) of eight elements was used for receiving two short-code DS-CDMA signals. The directions of arrival of the signals were set to 26 and 30 , i.e. high resolution property is needed in DOA estimation. The signals were BPSK modulated and used Gold codes of length 31. The output of each antenna was sampled at chip rate. No additional oversampling with respect to the chip rate was needed since eight antennas were used. The number of symbols used in estimating the correlation matrix was 256. The SNR was varied from 12 to 20 dB. At the output of the (estimated) matched ﬁlters, the MUSIC method [22] was used for estimating the directions of arrival.
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Fig. 7. The obtained processing gain as a function of system load. The performance of the algorithm deteriorates as the load increases.



The used DOA estimation performance measure was root mean square error which was deﬁned for user k as vﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ u M u1 X RMSEk ¼ t ðyk  y^ k Þ2 , M m¼1
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Fig. 8. Root mean square error of DOA estimation both using the proposed algorithm prior to MUSIC and using only normal MUSIC. Clearly, blind despreading helps and high resolution is obtained at low SNR. For reference, the performance of postdespreading MUSIC with known spreading codes is also shown.



30 20 10 0



(4.5)



where yk and y^ k are the true DOA and its estimate and M is the number of trial runs, which was 5000 in this simulation. The performance was also compared to normal MUSIC (without pre-processing). The result is shown in Fig. 8. The solid line shows the performance when blind despreading was used and the dashed line shows the performance when normal MUSIC algorithm was used. Also, the performance when the spreading codes are known is shown with the dotted lines for comparison. Clearly, at low SNR the normal MUSIC fails completely in resolving both angles whereas if blind despreading is used the estimates are very accurate, although there is an error ﬂoor caused by multiple access interference. The excess variance compared to the ideal case where the spreading codes are known is quite small. It is a well known feature of MUSIC and also other subspace-based DOA estimation methods that they require the SNR to be high enough so that the signal and noise subspaces can be separated. By using blind despreading prior to MUSIC, the SNR can be improved so that the high-resolution property of MUSIC is taken advantage of. The DOA estimates
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Fig. 9. The pseudospectra of MUSIC both in cases when blind despreading was used and when only normal MUSIC was used. The SNR is only 5 dB, so normal MUSIC cannot separate the signals since their angular separation is only 4 . However, when blind despreading is used, high resolution DOA estimates are obtained.



can be used e.g. in emitter localization or beamforming. Fig. 9 shows 100 snapshots of the obtained pseudospectra at 5 dB SNR when blind despreading used and when only normal MUSIC was used. Also this ﬁgure shows clearly how the high-resolution property is retained when blind despreading is used.
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5. Conclusion In this paper, we have considered the problem of despreading and synchronization in asynchronous multi-user DS-CDMA systems when no a priori knowledge of the used spreading codes is available at the receiver. For the blind synchronization problem, we proposed a novel algorithm that exploits the structure of the signal correlation matrix. The proposed iterative algorithm avoids the shortcomings of the existing methods when the timing offsets of different users are approximately the same, and thus improves the performance signiﬁcantly. Simulations indicate that using the proposed algorithm for blind despreading, nearly ideal processing gain can be obtained. We also showed how the algorithm can be used as a preprocessing technique before high-resolution DOA estimation when operating at a low SNR regime.
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