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A Genomic Predictor of Oral Squamous Cell Carcinoma Mark E. Whipple, MD; Eduardo Mendez, MD; D. Gregory Farwell, MD; S. Nicholas Agoff, MD; Chu Chen, PhD



Objectives/Hypothesis: The objective was to identify a genomic profile that predicts the likelihood of oral squamous cell carcinoma compared with normal oral mucosa in unknown tissue samples. Study Design: Using a training set of tissue samples that were histologically classified as oral squamous cell carcinoma or normal mucosa, the authors used principal component analysis to develop a genomic predictor for oral squamous cell carcinoma. On a separate test set of unclassified samples, the authors used the predictor to classify the samples, then evaluated the performance of the predictor using histological diagnosis. Methods: The authors used a data set consisting of messenger RNA extracted from 29 oral squamous cell carcinoma and 19 normal oral mucosa tissue samples and hybridized to Affymetrix oligonucleotide microarrays containing probe sets for 7070 genes and expressed sequence tags. The samples were divided into a training set of 15 oral squamous cell carcinoma and 10 normal samples and a test set consisting of the remaining samples. Using principal component analysis on the training set, the authors found a composite gene expression vector (principal component vector), which they used to compute likelihood ratios for oral squamous cell carcinoma on the test set. By calculating the contribution of each gene to the principal component vector, the authors identified genes with the greatest predictive value. Results: Using the likelihood ratio, the authors correctly classified all 23 samples in the test set as either oral squamous cell carcinoma or normal. The authors found that many of the most predictive genes are known to be markers of squamous cell
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carcinoma or normal mucosa. Conclusion: Principal component analysis can be used with genomic microarray data to correctly predict the presence of oral squamous cell carcinoma in unknown tissue samples. Laryngoscope, 114:1346 –1354, 2004



INTRODUCTION Squamous cell carcinoma of the oral cavity (oral squamous cell carcinoma [OSCC]) accounts for 2% to 3% of all cancers in the United States, with approximately 29,000 new cases and 7900 deaths per year.1 Chronic exposure of healthy mucosa to carcinogens such as tobacco and alcohol can result in multiple genetic mutations, which may eventually lead to the development of cellular dysplasia such as leukoplakia and, in some cases, malignant neoplasia.2 However, only 17.5% of leukoplakias progress to carcinoma,3 and the precise genetic mutations that are necessary and sufficient for a malignant transformation remain unknown. The “field cancerization” theory holds that an area of mucosa can sustain an initial genetic injury from repeated carcinogen exposure and proliferate in a premalignant state. Additional genetic insults result in individual subsites of the premalignant field causing progression to overt carcinoma.2 Under this theory, relatively large areas of mucosa may have a high likelihood of eventually developing carcinoma, yet not exhibit all the classic histological markers of malignancy. Identifying molecular markers of OSCC and premalignant mucosa could assist the pathologist and surgeon in identifying which suspected lesions require treatment and how aggressively to manage surgical margins. Because of the functional and cosmetic importance of the oral cavity, predicting which areas of mucosa require aggressive treatment and which can be observed would improve outcomes and decrease treatment morbidity. We would like to develop a molecular predictor of OSCC that provides a numeric value based on the genomic expression profile (or a gene subset) of a tissue sample. Such a predictor would provide distinct ranges of scores for OSCC and normal mucosa. By comparing the predictor score of an unknown sample with the normative values for OSCC and normal mucosa, the likelihood that the unknown sample is cancerous or noncancerous could be estimated. Whipple et al.: Genomic Predictor of Carcinoma



Individual molecular markers, such as specific cytokeratins, have been used for pathological determination of OSCC.4 These individual molecular biomarkers include proteins that are present at a level detectable by various methods (eg, immunohistochemical analysis) in cancerous but not normal tissue. If a characteristic gene is expressed at a higher (or lower) level in the pathological tissue, polymerase chain reaction (PCR) can be used to measure the quantity of that gene’s messenger RNA (mRNA) that is present in the tissue of interest.5 Both immunohistochemical analysis and PCR are means of identifying single pathological biomarkers, and both of these methods, although powerful, are limited to detecting a small number of gene products at a time. A complex process such as tumorigenesis exhibits alterations in the expression of many genes. Because of this complexity, measuring the expression of a group of genes may provide advantages over measuring the expression of individual genes. The DNA microarray is a powerful tool for measuring gene expression on a tissue-wide level.6 Microarrays consist of millions of individual nucleotide sequences affixed to a solid substrate in a precise configuration. These nucleotide sequences (termed “probes”) are complementary to the sequences of known and putative genes. Messenger RNA (termed “target”) that is extracted from a tissue of interest can be labeled with a fluorescent tag and hybridized to the microarray. By measuring the intensity of fluorescence at the precise locations of each probe on the microarray, the abundance of the target mRNA can be determined. The highly parallel nature of microarray technologies allows for the simultaneous measurement of thousands of genes in a relatively rapid manner. This technology continues to decrease in cost. Microarrays have been used to classify different tissue types,7 with the implication that microarray-based prediction may eventually be useful in classifying disease states in a clinical setting. Our group has previously identified differentially expressed gene patterns between OSCC and normal oral mucosa.8 To develop and test a genetic predictor, two groups of samples are required. The “training set” is used to identify a set of genes that discriminate between the two classes of samples (eg, cancerous and noncancerous tissues) and create a predictor function. A second group of samples forms a separate “test set” that is used to validate the predictor which was developed from the training set. This is termed “supervised learning” because the outcome variable (cancerous vs. noncancerous) is known for the training set; the known outcome “supervises” the training of the predictor function. The nature of microarray experiments creates challenges when attempting to develop a predictor in this manner. Because microarrays collect data on many thousands of genes simultaneously and currently cost several hundred dollars per chip, a microarray experiment necessarily consists of a much greater number of variables (genes) than of samples (biological specimens). This creates a multiple testing problem; if the sample size is relatively small compared with the number of variables, by sheer chance some variables will show results that appear to be statistically significant when viewed in isolation. That is, large numbers of falseLaryngoscope 114: August 2004



positive results will be seen if standard uncorrected P value thresholds (eg, P ⬍ .05) are used to test significance. On the other hand, the well-recognized methods for correcting for multiple testing (such as the Bonferroni method) may be unduly strict, resulting in excessive falsenegative results. The greater the number of samples, the less the chance of false-positive results, but with a typical microarray containing approximately 10,000 to 15,000 genes, a typical study has a sample size on the order of one thousandth to one hundredth the number of variables. Using microarrays to find differentially expressed genes is extremely useful in developing hypotheses for further biological study but always carries the risk that spuriously positive genes are being selected because of multiple testing. Most machine learning algorithms use a supervised form of variable selection from a training set to develop the predictor, then test the validity of that predictor on a test set. The total number of samples must be divided into training and test sets, further limiting the number of samples available for both the training and test phase. During training, genes are selected that predict the class of the training samples. However, with a small number of training samples and a large number of variables from which to chose, there is a risk of selecting genes that correlate with the training outcomes merely because of random chance. If the predictor is built on poor variable selection, ultimately it will perform poorly on the test set. Because rigorous validation procedures require that the test set be used only once on a fully trained predictor function, there is not the opportunity to go back and modify the choice of predictive gene if the predictor performs poorly. It would be appealing to somehow decrease the number of variables, limiting the multiple testing problem and providing a greater degree of confidence in any measure of statistical significance. The predictor function would then be much less likely to consist of false-positive results. “Unsupervised” learning algorithms, such as hierarchical clustering, separate samples into classes (eg, OSCC and normal oral mucosa) if they are sufficiently distinct on a genomic level, even if the definition of the classes are unknown.9 Although one advantage of unsupervised learning is the identification of previously unknown classes, the method has advantages even when the classes are known. Because the clustering algorithm does not make use of the class knowledge, samples that are found to cluster together into their known classes provide strong evidence of a true underlying difference. To identify whether an unknown sample belongs to one of the classes, clustering can be performed using the unknown and a group of known samples; then the cluster to which the unknown sample is assigned can be determined. Although this method may be effective in predicting the class of an unknown sample, it has several shortcomings. First, clustering does not provide a significance level for the ability to separate the known samples (except for an estimate of the probability of categorizing n samples into r groups.) Second, it provides only a categorical prediction; it tells the class to which the unknown sample belongs but does not give the strength of this prediction. Third, if there are Whipple et al.: Genomic Predictor of Carcinoma
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asymmetries between the cluster sizes, it may bias membership of the unknown sample in favor of the larger cluster. Fourth, it is difficult to determine which variables (genes) are playing a large or small role in prediction. Fifth, the computational overhead of repeating the entire set of clustering calculations is required to assign a single unknown sample. It would be appealing to have a method of weighting genes for variable selection that avoids the multiple testing problem. We would like a method of unsupervised learning that gives a small number of variables which represent most of the essential nature of the entire data set. Each variable could represent the entire genomic expression, but with each gene weighted by its contribution. By analyzing the weights, genes that are “important” to the prediction can be easily identified. After identifying this small group of variables in an unsupervised manner, standard biostatistical measures could be used to test whether the distributions of the different sample classes are statistically different. Because the variables have been selected in an unsupervised manner, without knowledge of the different classes, there is no risk of introducing bias into the variable selection. And because the number of variables is low, we can use strict multiple testing correction methods and still have a reasonable estimate of statistical significance. Singular value decomposition is a mathematical technique for reducing high-dimensional data to a lower number of dimensions while keeping the maximal amount of variability in the data. If each sample is normalized to a mean of zero, the process is termed principal component analysis (PCA). The basic goal of PCA is represented in Figures 1A–D. In the example shown in Figures 1A–D, a two-dimensional data set is reduced to a one-dimensional data set while attempting to maintain most of the variability (information) in the data. Figure 1A demonstrates a scatterplot of data points plotted by the expression value of gene x along the x-axis and gene y along the y-axis. Figure 1B shows how each data point could be represented in one dimension by simply taking the value of each point along the x-axis. In Figure 1C, the value of each point along the y-axis is used. Neither of these methods of reducing the data, as shown in Figure 1A, is appealing because a fair amount of variability is being ignored in either instance (although that in Fig. 1B is better than that in Fig. 1C because the data points are more variable along the x dimension than along the y dimension). Figure 1D shows the projection of each data point along a specific linear combination of the two dimensions x and y. This linear combination is the optimal one-dimensional representation of the two-dimensional data set because it maintains the greatest amount of variability within the data. In this reduction of a two-dimensional data set to a onedimensional data set the dimensional reduction can be estimated visually. Microarray experiments result in data sets with many thousands of dimensions, so mathematical or computational reduction methods are required. Principal component analysis can be used to identify the orthogonal dimensions that best capture the variability of a multidimensional data set.10 Each of these dimensions (termed “principal components”) is a linear combiLaryngoscope 114: August 2004
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Fig. 1. An example of dimensionality reduction. (A) A sample two-dimensional data set. (B) Reduction of the data to one dimension using only the x values. (C) Reduction using only the y values. (D) Reduction using the optimum linear combination of both the x and y values. Much of the variability within the data are maintained because the variability between points in two dimensions is largely present along the new single dimension.



nation of all the variables (eg, gene expression values). Principal component analysis quantifies the amount of variability attributed to each dimension, as well as the impact of each individual variable (eg, gene expression value) to each dimension. Because dimensions are orthogonal, each principal component (PC) is independent of all the other principal components. Together, all of the principal components completely describe the system. The first PC accounts for the greatest amount of variability, the second PC the next greatest amount, and so on. The goal of PCA is to reduce the number of dimensions while representing sufficient variability. Starting with the first PC and selecting additional principal components, the desired amount of variability can be captured. Methods exist for selecting the “appropriate” number of principal components. In this unsupervised manner, PCA can identify composite vectors of genes that are independent of each other and capture the majority of the variability in the system. In addition, the weights (or “loadings”) of each PC represent the contribution of the individual genes to that PC. A categorical outcome measure is a second shortcoming of many commonly used predictor algorithms when they are applied to clinical settings such as cancer identification. For a clinician, a continuous measure of the probability of disease is needed if this information is to be incorporated into the clinical decision-making process. For example, a categorical predictor may classify two samples as “noncancer,” yet a surgeon may elect to resect the “noncancer” lesion that has a 20% chance of malignancy but observe the second “noncancer” lesion that has only a 2% chance. Whipple et al.: Genomic Predictor of Carcinoma



By identifying a composite variable that differentiates between two classes, this variable can be used to predict class membership for future samples. This is analogous to using any other single variable that is associated with a difference between classes to predict the class of a new sample, although in this case the single variable is a linear combination of many genes. If the sample class is a binary classification that is mutually exclusive and collectively exhaustive (eg, cancer or noncancer), the prediction task can be formulated as a likelihood ratio. For example, a likelihood ratio could describe the likelihood that a sample is cancerous divided by the likelihood that the sample is not cancerous. We developed a method for using PCA to reduce the dimensionality of a microarray experiment to a small number of composite genomic variables. Principal component analysis is used on a test set to identify composite vectors that differentiate between known classes. A distribution of projections along the selected PC is computed for each class. Unknown samples are projected along the selected PC and the probability of membership calculated for each class distribution. A log likelihood ratio is determined from these probabilities.



MATERIALS AND METHODS We used a previously reported data set consisting of 29 OSCC and 19 normal oral mucosa tissue samples from which mRNA had been extracted and hybridized to Affymetrix oligonucleotide microarrays containing probe sets for 7070 genes and expressed sequence tags.8 We divided these samples into a training set of 15 OSCC and 10 noncancer samples and a test set consisting of the remaining 14 OSCC and 9 noncancer samples. The training and test sets were selected chronologically, with the first 25 nonduplicated samples selected for the training set and



the remaining 23 samples placed in the test set. Previous hierarchical clustering demonstrated good, but not perfect, clustering into cancer and normal samples.8 We used Matlab (Mathworks, Inc., Natick, MA) to program all algorithms. Each sample was normalized to a mean value of 0 and a variance of 1. This normalization to an internal constant, rather than an external standard, allows for the creation of a predictor that does not require the application of a normalization standard from the initial data set to any new sample. We performed PCA on the training set and applied the Kaiser criterion to select the principal components that contributed a greater degree of variability than would be expected from a single variable in the nonreduced data set. (The Kaiser criterion is a commonly used method for selecting the “appropriate” number of principal components. The eigenvalue of PCi divided by the sum of eigenvalues for all principal components equals the percentage of contribution of PCi to the total variability. The Kaiser criterion includes the n principal components with eigenvalues greater than 1/N, where N equals the total number of principal components). Each PC is a v-dimensional vector, and each sample is also a v-dimensional vector that can be projected onto the PC to give a single numerical score. By treating each PC as a variable and the projection of a sample vector onto that PC as a value for that variable, we calculated a distribution of values for each PC variable. In this way, the data set reduces from an s ⫻ v dimensional space to an s ⫻ r dimensional data space, with r as the number of principal components selected using the Kaiser criterion. Once the dimensionality of the data set was reduced in this unsupervised manner, we compared the distribution of samples within the known classes by the PC variables. Each training sample was projected onto each of the selected principal components. Using the known classes of the 25 training set samples, the distributions of the cancer and normal samples along each PC were compared. Using an unpaired t test with unequal variance and the Bonferroni correction for multiple testing, P values were calcu-



Fig. 2. Principal components. The amount of variation attributed to each principal component. The Kaiser criterion of 0.04 is marked with the dotted line.
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lated for each PC. We selected any PC with a corrected P value less than .05 as a predictor variable. We computed the distribution of the training set cancer samples along the selected PC, as well as the training set noncancer samples along the same selected PC. Next, we projected each test set sample along the selected PC. The probability that the resulting value belonged to the cancer distribution was calculated, as well as the probability that the resulting value belonged to the noncancer distribution. A normal probability density function was used to compute both the training set cancer and noncancer sample distributions. With a mutually exclusive and collectively exhaustive set (such as the presence or absence of cancer), the ratio of these probabilities describes the likelihood ratio for cancer in the test sample. The log likelihood ratio (LLR) is simply the log10 of the likelihood ratio. In our calculations, a positive LLR denoted that the test sample has a greater likelihood of cancer, whereas a negative LLR denoted a greater likelihood of noncancer. The predicted class was compared to the known class, and the c index was used to calculate the area under the ROC curve. Because the PC is a linear combination of all the genes, the loading of each gene along the PC determines how great a role that gene plays in the predictor. The loadings may be positive or negative, but the absolute value indicates the contribution of a given gene to the PC.



RESULTS The 25 principal components are shown in Figure 2, along with the total variability attributed to each PC. The Kaiser criterion was used to select principal components that accounted for greater than 4% of the variability in the system. Therefore, the first PC (PC 1) (80.23% of total variability) and the second PC (PC 2) (6.83% of total variability) were selected for further investigation. We computed the distribution of the training set cancer samples and the training set noncancer samples along PC 1



and along PC 2. Using the unpaired t test with unequal variance and the Bonferroni correction for multiple testing, P values were calculated for PC 1 (P ⫽ .3278) and PC 2 (P ⫽ .000000030581). A plot of the classified training samples along these first two principal components is shown in Figure 3. Because the differences between the projections of cancer samples and noncancer samples along PC 2 were highly statistically significant, we selected PC 2 as a predictor variable. We computed the projections of the test set samples along PC 2. Using the normal probability density function on the cancer and noncancer training sample distributions, we calculated the probability of membership for each test set sample in both the cancer training distribution and the noncancer training distribution. From these values we calculated the log likelihood ratio for cancer versus noncancer, which is shown in Table I for each sample in the test set. We compared the sign of the LLR to the known classification of the test set samples. If the sign of the LLR (positive for cancer and negative for noncancer) correlated with the histological classification, the sample was deemed a truepositive sample. The predictor classified all 23 test set samples correctly, for an area under the ROC curve of 1.0 using the c index. Although our predictor function perfectly classified all 23 test samples, we wanted to verify that the predictor made biological sense. That is, we would hope and expect that the genes which contributed the greatest degree of positive predictive value are known or suspected cancer biomarkers and that the genes contributing the greatest negative predictive value are downregulated in cancer (compared with normal tissue.) Therefore, we examined



Fig. 3. Projections of training set on first two principal components. The 25 training set samples are projected along principal component 1 and principal component 2. The samples differ by class along principal component 2 but not principal component 1.
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TABLE I. Log Likelihood Ratio of Cancer to Normal Mucosa of the 23 Test Set Samples.* Class of Test Set Sample



Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Cancer Normal Normal Normal Normal Normal Normal Normal Normal Normal



Log Likelihood Ratio



8.12 10.61 6.01 8.52 8.66 2.20 7.06 6.23 7.95 7.11 7.36 10.70 4.45 3.70 ⫺9.24 ⫺7.64 ⫺0.89 ⫺10.35 ⫺0.88 ⫺8.20 ⫺3.65 ⫺10.73 ⫺6.52



*Positive log likelihood ratio (LLR) represents a greater likelihood of cancer, and negative LLR, a greater likelihood of normal mucosa.



the loadings of the individual genes for PC 2. Positive scores indicate a positive predictive value for cancer (ie, upregulated in cancer compared with normal), whereas negative scores indicate a negative predictive value for cancer (ie, downregulation in cancer compared with normal). The genes with the 50 highest-amplitude loading scores (either positive or negative) are shown in Table II. From the literature, we investigated the known activity of the highest scoring genes, particularly in squamous cell carcinoma. The three genes with the greatest positive scores code for keratins (keratins 14, 17, and 19), and the three genes with the greatest negative scores code for different keratins (keratin 13 and two genes for keratin 4). In addition, four isotypes of keratin 6 (6a, 6b, 6c, and 6e) were positively associated with cancer and within the top 50 genes contributing to PC 2. In reviewing the literature, keratins 4 and 13 are known to form heterodimers, as are keratins 6 and 17. The fact that both keratins in the known heterodimer pairs are highly significant to PC 2 suggests that this method is identifying correct biological interactions. We found a strong increase in the expression of keratin 19 in our cancer samples, and this increase has also been shown recently in head and neck cancer5 (keratin 19 does not form a heterodimer pair). We also found keratin 17 to be positively associated with cancer in our samples, and this has been seen reLaryngoscope 114: August 2004



cently with laryngeal squamous cell carcinoma.5 Keratin 14 is a marker of squamous cell carcinoma that is useful in differentiating squamous cell carcinoma from other epithelial neoplasms4 and was positively predictive of OSCC in our results. The keratin 13/4 heterodimer pair is associated with mucosa, the expression of keratin 13 is negatively predictive of laryngeal squamous cell carcinoma and both keratins 13 and 4 downregulated in esophageal SCCA.11 These same associations are seen in our predictor function. Beta-2 microglobulin is a known molecular marker for head and neck squamous cell carcinoma.12 We found two genes for beta-2 microglobulin and two genes for beta-2 microglobulin associated major histocompatibility complex (MHC) heavy chains in the top 50 genes by PCA, and all were positively predictive for cancer. Along with beta-2 microglobulin, other MHC antigens show altered expression in squamous cell carcinoma and are associated with well-differentiated laryngeal squamous cell carcinoma,12 but not in an uniform manner. We found a number of human leukocyte antigen (HLA)-associated genes to be positively predictive. The variation in MHC gene expression across squamous cell carcinomas is an example of how a multigene predictor may be more favorable than single biomarkers because the genomic predictor takes into account a large number of potential expression variants. S100A9, annexin 1, small proline-rich protein 1, transglutaminase 3, cystatin A, and cystatin B are all downregulated in esophageal squamous cell carcinoma, along with keratins 13 and 4.11 All of these genes were highly predictive for normal mucosa in our model. Other methods have been described for the identification of differentially expressed genes,13 and we have previously reported the use of a linear regression methodology14 on this data set.8 To determine whether PCA was simply identifying the same differentially expressed genes, we compared the 125 genes that were measured as most highly discriminatory between cancer and noncancer samples using a linear regression methodology with the 125 genes with the highest amplitude loadings from the PCA method. The intersection of the two sets consisted of 24 genes, which included keratins 17, 19 and 4 but did not include keratin 13, keratin 6, any of the four beta-2 microglobulin genes or any of the other known predictors of normal mucosa (S100A9, annexin 1, small proline-rich protein 1, transglutaminase 3, cystatin A, and cystatin B). These findings suggest that PCA is not merely another interchangeable method for identifying single discriminatory genes.



DISCUSSION Recent breakthroughs in highly parallel molecular technologies allow for the simultaneous measurement of genome-wide expression levels at relatively high speeds and low cost. Squamous cell carcinoma of the head and neck is a complex disease that consists of multiple alterations in gene expression. Some of these alterations may contribute to the development of cancer, but many will result from the altered cellular environment within the malignancy. For the purposes of molecular diagnosis, both types of alterations can serve as valid diagnostic methods. Traditional techniques for cancer diagnosis include histoWhipple et al.: Genomic Predictor of Carcinoma
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TABLE II. Fifty Genes With Greatest Amplitude Loading Scores Along Principal Component 2. Loading Score



Genbank ID



30.07 29.6 26.94 25.25 24.03 18.95 17.35 17.15 15.58 14.51 14.32 12.93 12.26 11.99 11.98 11.76 11.36 11.18 10.73 10.44 10.43 10.19 9.66 9.62 9.6 9.28 9.23 8.96 8.29 8.21 8.12 ⫺8.21 ⫺8.46 ⫺8.79 ⫺9 ⫺9.73 ⫺9.86 ⫺11.52 ⫺12.07 ⫺12.6 ⫺13.11 ⫺14.18 ⫺14.2 ⫺16.51 ⫺18.72 ⫺23.85 ⫺31.34 ⫺32.83 ⫺38.27 ⫺44.99



Z19574 S72493 J00124 D49824 M55998 V00594 M63438 M87789 M34516 M86757 L10343 J00105 X57809 L42583 L00205 M34516 L42601 V01516 X57351 X67325 S71043 HG658-HT658 Z74616 X02761 D32129 M94880 L42611 J03040 S82297 M94856 M11147 Y07909 X03342 M17885 M25079 HG3214-HT3391 M17886 U65932 X77584 X53296 D88422 X05908 M26311 L05187 L10386 U46692 X76223 X67683 X52426 X07695



Gene Product



Cytokeratin 17 Keratin 19 Keratin 14 HLA-B Alpha-1 type I collagen Metallothionein 1L Immunoglobulin kappa constant Immunoglobulin heavy constant gamma 3 Omega protein S100 calcium-binding protein A7 (psoriasin 1) Protease inhibitor 3, skin-derived (SKALP) Beta-2 microglobulin Immunoglobulin lambda light chain Keratin 6a Keratin 6b Omega protein Keratin 6c Keratin (type II) 1-8D gene from interferon-inducible gene family p27 Immunoglobulin A heavy chain MHC Class 1C Prepro-alpha2(I) collagen Fibronectin precursor HLA-A26 HLA-A Keratin 6e Osteonectin Beta-2-microglobulin Fatty acid binding protein 5 (psoriasis-associated) Ferritin, light polypeptide Progression associated protein Ribosomal protein L32 Ribosomal protein, large, P0 Hemoglobin, beta Metallopanstimulin 1 Ribosomal protein, large, P1 Extracellular matrix protein 1 Thioredoxin Interleukin-1 receptor antagonist Cystatin A Annexin I S100 calcium-binding protein A9 (calgranulin B) Small proline-rich protein 1 Transglutaminase 3 Cystatin B (stefin B) Mal, T-cell differentiation protein Keratin K4a Keratin 13 Keratin 4



Positive loading scores are predictive for cancer, and negative scores are predictive for normal mucosa. HLA ⫽ human leukocyte; MHC ⫽ major histocompatability complex.
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logical examination of cellular appearance, staining for individual biomarkers, and perhaps the measurement of single gene expression using PCR. By using DNA microarrays to measure the expression of all the genes within the cell, we hope to capture the diagnostic information inherent in the multiple differences in gene expression between malignant and normal tissues. Although many genes may be differentially expressed in cancer, many are not. Moreover, some differentially expressed genes show greater variation between the cancer and normal state than others. By “weighting” the expression of different genes according to their predictive contribution, a composite variable can be created. The variable consists of a linear combination of normalized gene expression multiplied by individual gene weights, with genes that positively correlate with the outcome carrying a positive weight and those that negatively correlate carrying a negative weight. In this way, all of the individual gene are reduced to a single variable. By assigning different weights to the individual genes, an infinite number of potential composite variables can be created. Principal component analysis provides a method for identifying composite variables (or “vectors”) that account for the greatest amount of variability in the system. The limited number of composite vectors can be tested to determine whether any of them discriminate between the outcome classes of interest. Using PCA, we found that the variability inherent in our gene expression data set of 48 OSCC and normal samples could be largely described using two composite gene vectors. One of these discriminated between the OSCC and normal samples in the training set to a high degree of statistical significance. Moreover, when this composite variable was used to classify an unknown test set into cancer and noncancer samples, it performed perfectly. One shortcoming of this experiment (and most microarray studies that use human tissue samples) is the relatively low number of 48 samples. Indeed, the low number of samples was one of the rationales for seeking an unsupervised method of selecting candidate composite vectors. We plan on testing this method further in an ongoing study of 300 patients with OSCC. Like any microarray-based predictor, the predictor function must be trained on the same specific microarray technology (and ideally in the same laboratory setting) as the samples to be tested. This necessitates a collection of known cancer and normal samples and the resources to perform microarray analysis and establish normative distributions along the significant principal components. Cancer is a pathological state that consists of multiple transcriptional modifications and is a good (but by no means unique) application for PCA. Using a genomic predictor vector is appropriate when comparing tissue types that differ in many complex ways. When comparing tissues that differ in more subtle manners or by just a few genes, a genomic-wide predictor may not be identifiable. Principal component analysis may be able to identify statistically significant discriminatory principal components when comparing classes with a high degree of biological difference but fail when comparing tissues with more subtle differences. Laryngoscope 114: August 2004



A common criticism of microarray studies is the difficulty in characterizing and quantifying sources of error or “noise.” From our previous studies, we have demonstrated that OSCC clusters separately from normal mucosa to a large (but not perfect) degree. Therefore, we were surprised to find that the first PC, which accounted for more than 80% of the variability in the system, did not separate the samples by pathological class. Rather, when the variability accounted for by the first PC was excluded, the second PC differentiated the cancer and noncancer specimens to an extremely statistically significant degree. Somewhat surprisingly, a study of unsupervised clustering using PCA found that the PC which provides the best clustering result is usually not the first PC.15 By using a log likelihood ratio, rather than a categorical classifier, we leave the ultimate decision of how to best use the predictive information up to the clinician. Rather than resulting in a binary classification of the test sample (eg, 1 ⫽ cancer, 0 ⫽ noncancer), the likelihood ratio provides a continuous variable that estimates the likelihood that the genomic profile of the new sample is cancer (or vice versa depending on how we choose to structure the ratio). The LLR is a commonly used measure for diagnostic tests, and this familiarity should help clinicians incorporate microarray-based predictors into their clinical decision-making.



CONCLUSIONS Microarrays are a powerful new technology for measuring genome-wide expression. They promise to help deliver a greater understanding of the cellular mechanisms underlying complex disease processes and have the potential to serve as a valuable diagnostic and prognostic tool. Using the huge volume of data that microarrays produce has proven challenging to traditional biostatistical methods. We present a technique for using principal component analysis to identify a composite variable that predicts the likelihood of squamous cell carcinoma in an unknown tissue sample. Our predictor variable performed perfectly on a test set of 23 biopsy samples. The genes that contributed the greatest degree to the predictor are known to play a role in carcinoma, and most were not identified by previous bioinformatics analyses of this data set.
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