










 Categoria
 Top Downloads




Entrar
Registrar
Recobrar











Pesquisar












	
Categoria

	
Top Downloads

	
	
Entrar

	
Registrar







Pesquisar











	
Home

	Brightness-normalized Partial Least Squares Regression for hyperspectral data 

 Brightness-normalized Partial Least Squares Regression for hyperspectral data 


July 21, 2017 | Autor: Gregory Asner | Categoria: Remote Sensing, Atmospheric sciences, Negative Affect, Imaging spectroscopy, Leaf Area Index, Acoustic Radiative Transfer Model, Hyperspectral Data, Acoustic Radiative Transfer Model, Hyperspectral Data 



 BAIXAR PDF 



 Share
 Embed



 Denunciar este link














Descrição do Produto


Author's personal copy ARTICLE IN PRESS Journal of Quantitative Spectroscopy & Radiative Transfer 111 (2010) 1947–1957



Contents lists available at ScienceDirect



Journal of Quantitative Spectroscopy & Radiative Transfer journal homepage: www.elsevier.com/locate/jqsrt



Brightness-normalized Partial Least Squares Regression for hyperspectral data Hannes Feilhauer a,b,, Gregory P. Asner b, Roberta E. Martin b, Sebastian Schmidtlein a a b



Vegetation Geography, University of Bonn, Meckenheimer Allee 166, D-53115 Bonn, Germany Department of Global Ecology, Carnegie Institution, Stanford, CA 94305, USA



a r t i c l e in fo



abstract



Article history: Received 23 January 2010 Accepted 11 March 2010



Developed in the ﬁeld of chemometrics, Partial Least Squares Regression (PLSR) has become an established technique in vegetation remote sensing. PLSR was primarily designed for laboratory analysis of prepared material samples. Under ﬁeld conditions in vegetation remote sensing, the performance of the technique may be negatively affected by differences in brightness due to amount and orientation of plant tissues in canopies or the observing conditions. To minimize these effects, we introduced brightness normalization to the PLSR approach and tested whether this modiﬁcation improves the performance under changing canopy and observing conditions. This test was carried out using high-ﬁdelity spectral data (400–2510 nm) to model observed leaf chemistry. The spectral data was combined with a canopy radiative transfer model to simulate effects of varying canopy structure and viewing geometry. Brightness normalization enhanced the performance of PLSR by dampening the effects of canopy shade, thus providing a signiﬁcant improvement in predictions of leaf chemistry (up to 3.6% additional explained variance in validation) compared to conventional PLSR. Little improvement was made on effects due to variable leaf area index, while minor improvement (mostly not signiﬁcant) was observed for effects of variable viewing geometry. In general, brightness normalization increased the stability of model ﬁts and regression coefﬁcients for all canopy scenarios. Brightness-normalized PLSR is thus a promising approach for application on airborne and space-based imaging spectrometer data. & 2010 Elsevier Ltd. All rights reserved.
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1. Introduction Hyperspectral remote sensing (or imaging spectroscopy) of vegetation properties is a challenging task (reviewed by Kokaly et al. [1]). Few remote-sensing techniques are able to quantitatively assess vegetation characteristics by an efﬁcient use of the rich spectral information. The number of available approaches is further decreased by an inherent requirement to cope
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with the high dimensionality and collinearity of hyperspectral data. One promising method is Partial Least Squares Regression (PLSR) [2–4]. Developed in the ﬁeld of chemometrics, PLSR has become an established technique in vegetation remote sensing. The most common vegetation properties addressed in PLSR-based remote sensing are biochemical and biophysical properties of leaf canopies [5–13]. Other studies include forage [14,15] and orchard yield characteristics [16], continuous measures of plant species composition [17,18], ecological indicators [19,20], and biodiversity [21]. PLSR may be considered an extension of Multiple Linear Regression (MLR), additionally adopting features from Principal Component Analysis (PCA). It is thus
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similar to Principal Components Regression (PCR) [22]. In PCR, a PCA is performed in a ﬁrst step to transfer a maximum of the information content of the intercorrelated spectral dataset to a few, uncorrelated principal components (PC). In a second step, the PC-scores are passed as new predictors to MLR and are regressed against the response variables such as leaf chemical concentrations. In this way PCR overcomes the problems caused by spectral collinearities. Still, its performance is limited by a fundamental drawback: PCA generates PCs with respect to maximized information content regarding reﬂectance, but the relevance of this information (i.e., the explanatory power of the derived PCs) with respect to the response variable is ignored [22]. As a result, the new predictors are not optimized for a parsimonious MLRmodel since the information relatable to the response may be dispersed across several or even all PCs. Consequently, the model potentially requires a large number of PCs which abrogates the dimensionality reduction. PLSR remedies this drawback by the implementation of some effective reﬁnements. Similar to PCR, the information content of the predictors is transferred to a few uncorrelated synthetic variables referred to as latent vectors. These latent vectors are generated not only with respect to maximized information content regarding the spectral information but also optimized for their explanatory power in MLR. The optimization process involves the simultaneous implementation of dimensionality reduction and regression. When PLSR was migrated from chemometrics to remote sensing, the changed measurement conditions were neglected. Compared to laboratory measurements, the quantiﬁcation of plant canopy reﬂectance in the ﬁeld is affected by various sources of interference. This interference may either originate from the measurement set up (e.g., variable viewing and illumination geometry) or from the target itself (e.g., variable leaf area index or internal shade resulting from the canopy structure). Despite the promising results of the above mentioned studies, an adaptation of PLSR to ﬁeld conditions may further improve its performance. For example, Kumar et al. [2] state in a general review section on the use of regression models for hyperspectral remote sensing of plant biochemistry that ‘(y) the derived regression equations are not reliable predictors for other remotely sensed data. The suggested reasons for this include inaccurate atmospheric correction, variability in the magnitudes of nitrogen levels between data sets, canopy architecture effects, sensor limitations, and background vegetation and soil inﬂuences.’ Our study aims to address this issue and to improve our ability to minimize the effects of observation conditions and canopy structure on the quantitative analysis of leaf properties in vegetation. A central concept to any modeling technique is the internally applied distance metric which determines the sensitivity of an approach to distinct properties of the predictor dataset [23]. In PCA-derived modeling techniques such as PCR and PLSR, Euclidean distances are used as internal distance metric and preserved through the dimensionality reduction [24]. This distance metric is probably the most commonly used metric in remote sensing. Applied on spectral data, Euclidean distances are sensitive to differences



in the shape of spectra as well as to differences in brightness (e.g., reﬂectance magnitude or albedo). The brightness of the spectra may be affected by heterogeneous illumination, leaf volume, or subpixel shade. Addressing the problem of heterogeneous illumination intensity, Kruse et al. [25] introduced the ‘spectral angle’ as alternative distance metric to the ﬁeld of remote sensing. The spectral angle focuses on differences in the shape of spectra and mitigates differences in brightness that may arise from internal shade and other factors. Its most common implementation is in a classifying algorithm called spectral angle mapper [25]. This algorithm has been successfully used for fuzzy classiﬁcation as ‘semicontinuous’ method [26]. To our knowledge no implementation of the spectral angle has been developed to address response variables such as leaf chemical constituents in interval or ratio scale. To ﬁll this gap, we combined a conventional PLSR with features of the spectral angle approach. We then determined whether this modiﬁcation improves the performance of PLSR relative to changing brightness. Our analysis was based on modeled canopy data under variable observing conditions and included multiple response variables, namely one leaf structural and four biochemical parameters. 2. Material and methods 2.1. Modifying the overall distance metric of PLSR According to Kruse et al. [25], the spectral angle y between two spectra x and y with n bands is deﬁned as 1 0 n P C B ! xi yi C B ~ x ~ y C B i¼1 y ¼ cos1 ¼ cos1 B C ! ! 1=2 1=2 C B P :~ x :  :~ y: n n P A @ x2i y2i i¼1



i¼1



ð1Þ The spectra are treated as vectors in an n-dimensional space. Each vector’s length (||x|| and ||y||) corresponds to its magnitude or brightness, and its direction to the reﬂectance ratios of individual bands (i.e., the shape of its curve). Since the multidimensional angle between two vectors is invariant to the vectors’ lengths, the spectral angle is not sensitive to multiplicative alterations such as present in subpixel shade. In contrast, the Euclidean distance is inﬂuenced by the lengths of the compared vectors (Fig. 1a and b) and thus sensitive to all effects of brightness. The proposed solution relies on the fact that the spectral angle can be calculated incorporating Euclidean distances (Eq. (2)). 0 !2 11=2 ~ P ~ x y @ A  :~ x : :~ y: y ¼ 2 sin1 2 0 !2 11=2 Pn x y i i @ A  P P i¼1 ð ni¼ 1 x2i Þ1=2 ð ni¼ 1 y2i Þ1=2 1 ¼ 2sin 2 ð2Þ
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Fig. 1. Dissimilarities between two spectra x and y quantiﬁed with different distance metrics in the two-dimensional reﬂectance space spanned by bands l1 and l2. (a) Euclidean distance, (b) spectral angle, and (c) Euclidean distance subsequent to normalizing the brightness of the spectra.



Hence, a two-step calculation of the dissimilarity allows for an incorporation of spectral angle features into PLSR without changing the algorithm itself. In a ﬁrst step outside PLSR, every spectrum (pixel) x is replaced by xbn, deﬁned as x divided by the length of its vector||x|| (Eq. (3)). ~ x xbn ¼ ¼ :~ x:



xi n P i¼1



!1=2



ð3Þ



x2i



In other words, the individual brightness of each spectrum is normalized to a uniform brightness of one. In PLSR, the Euclidean distances Dbn between these ‘brightness normalized’ spectra are quantiﬁed. Due to the brightness normalization, this distance corresponds closely to the spectral angle y (Fig. 1c). To gain a total equivalent to the spectral angle, Dbn has to be further transformed by Eq. (4).   D ð4Þ y ¼ 2sin1 bn 2 For practical reasons this ﬁnal transformation is not performed since this would require rewriting the PLSR-algorithm. Instead, a linear relationship between Euclidean distances of brightness-normalized spectra Dbn and regular spectral angles y was assumed for angles of up to 401. Within this range, Dbn was considered as appropriate approximation of y. For the rare case of larger n-dimensional angles a saturation effect occurs. The assumption was empirically tested for the datasets used in the model comparisons. 2.2. Test data 2.2.1. Leaf spectra and properties We applied conventional and brightness-normalized PLSR-models (hereafter referred to as PLSR and bnPLSR) on test datasets. For a detailed estimation of possible effects resulting from bnPLSR, the test data comprised simulated canopy reﬂectance for eight different cases (Table 1) including a broad range of alterations. Each case was derived from leaf-level hemispherical reﬂectance and transmittance spectra of tropical tree



Table 1 Parameterization of leaf area index (LAI), shade factor (SF), and viewing zenith and azimuth angles (VZA and VAZ) in eight canopy modeling cases. Case



LAI [m2 m  2]



SF



0 1 2 3 4 5 6 7



5 3–6 5 5 3–6 3–6 5 3–6



1 1 0.4-1 1 0.4-1 1 0.4-1 0.4-1



VZA [1]



0, 10, 0, 10, 0, 10, 0, 10,



0 0 0 20 0 20 20 20



VAZ [1]



0, 90, 0, 90, 0, 90, 0, 90,



0 0 0 270 0 270 270 270



species (n =450) from the Carnegie Spectranomics database. These spectra were collected in the southern Peruvian Amazon. Detailed information on the sampling protocol is available at the Spectranomics website (http:// spectranomics.stanford.edu/) and in Asner and Martin [6]. One leaf structural and four biochemical parameters were used as response variables. They can be retrieved from canopy reﬂectance using the leaf spectra as inputs:



 Cellulose concentration (Cel) [%]  Chlorophyll-a concentration (Chl) [mg g  1]  Hemicellulose and bound protein concentrations (Hemi) [%]



 Leaf mass per area (LMA) [g m  2]  Nitrogen concentration (N) [mg g  1]. All response variables were log-transformed to ensure normal distribution. 2.2.2. Canopy model description Using the leaf optical spectra collected in the ﬁeld, we simulated canopy reﬂectance signatures for all species with varying combinations of canopy observation and structural variation with each successive set of simulations (Table 1). The canopy model has been presented by Asner and Vitousek [27] and Asner and Martin [5]. The model simulates top-of-canopy spectral reﬂectance based on the following scale-dependent factors (Eq. (5)): R ¼ fðrtissue , ttissue , LAI, LAD, GeometryÞ



ð5Þ
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where rtissue and ttissue are the hemispherical reﬂectance and transmittance properties of leaf tissues, LAI the canopy leaf area index, and LAD the canopy leaf angle distribution. Geometry includes four parameters of solar zenith and azimuth angles (SZA, SAZ), and sensor viewing zenith and azimuth angles (VZA, VAZ). The spectral resolution of the model was set to that of the AVIRIS sensor, with 220 spectral bands (9.6 nm FWHM) spanning the 400–2510 nm range. Eight canopy scenarios (case 0–7) were created with variation in the three parameters leaf area index (LAI), shade (SF), and viewing geometry (VZA and VAZ) (Fig. 2). The ﬁrst and simplest simulation sets all canopy LAI values to 5.0 (Table 1), which approximates the mean for humid tropical forests [28]. All other model parameters were held to a constant ‘base case’ ensemble with LAD set to a uniform distribution, VZA=01, VAZ=SAZ=01, and SZA=301. The purpose of the LAI=5 simulations (hereafter referred to as case 0) was to establish the strength of the basic link between canopy spectra, which convolves the contributions of leaf reﬂectance and transmittance properties in a highly foliated canopy. For cases 1–7, LAI was either ﬁxed (LAI=5) or randomly assigned (range 3–6). Viewing geometry was either ﬁxed (nadir view, VZA=01, VAZ=01) or randomly assigned from VZA=01 & VAZ=01, VZA=101 & VAZ=901, VZA=201 & VAZ=901, VZA=101 & VAZ=2701, VZA=201 & VAZ=2701. Shade was either not present (SF=1) or simulated by multiplying each spectrum with a randomly selected constant (range 0.4–1) (Table 1). The simulated canopy reﬂectance ranges of the resulting datasets are shown in Fig. 3. 2.3. Analyses 2.3.1. Testing the linear relation between y and Dbn for the observations For each canopy simulation (cases 0–7), the distances y and Dbn were calculated as resemblance matrices of mutual inter-sample dissimilarities. The range of y was determined for each case and the assumption of a linear



relation between y and Dbn for these ranges was tested with a Pearson-correlation analysis. In PLSR it is recommended to transform all predictor variables to a standard deviation of one. This standardization is performed to achieve equal inﬂuences of the predictors. As a side effect, it distorts the relation of y to Dbn since it is applied internally and thus subsequent to the brightness normalization. For an estimation of the effects resulting from this internal standardization, we performed further correlation analyses addressing these relations. Because the internal standardization also caused differences between D observed for the raw data and D of the standardized data, we performed further correlation analyses to quantify these effects. 2.3.2. PLSR-model comparison All response variables were regressed against the simulated canopy reﬂectance datasets using both PLSR and bnPLSR. The predictor variables (simulated canopy reﬂectance in resampled AVIRIS bands) were internally set to a standard deviation of one in each step of a ten-fold cross-validation. To reduce the risk of overﬁtting and to gain a good global model, the number of latent vectors to be considered in the PLSR-model was selected by an objective criterion. Accepting an increased computational effort, each model was generated and validated with growing numbers of latent vectors. The model resulting in the smallest Root Mean Squared Error in cross-validation (RMSEval) was considered as the ‘best’ global model. The corresponding number of latent vectors was used for the ﬁnal model. Because this number and hence also the ﬁnal model ﬁt are to a certain degree dependent on the random selection of samples in the cross-validation process, we generated each of the ﬁnal models in ten consecutive repetitions. No further optimization of the models (e.g., removal of non-signiﬁcant bands/features in an iterative backward selection) towards an improved model ﬁt was applied. For comparison, we analyzed the distributions of model results across the repetitions of each two corresponding analyses, focusing on the R2 in cross-validation (R2val) and the RMSEval as parameters describing the model ﬁt. The RMSE, scaled in units of the response variable r, is a meaningful measure only when the data range of the response variable is known. To enable a comparison between the response variables and to simplify interpretation, the absolute values were recalculated to a normalized RMSE returned as percentage of the response data range after application of Eq. (6). RMSE½% ¼



Fig. 2. Triangular representation of the eight simulated canopy scenarios (case 0–7) used as test data. The cases comprised variation in the three parameters LAI, shade, and viewing geometry as shown in Table 1.



RMSE  100 r^ r^



ð6Þ



Further, we used the number of latent vectors (#LVs) included in the models to compare the models’ parsimony. To augment a visual interpretation, Mann-Whitney-U-tests were applied, testing for signiﬁcant differences in the distribution of R2val, RMSEval, and #LVs between the models based on conventional PLSR and bnPLSR. Stability of the derived regression equation under inﬂuences of interference is inevitable for any transfer to new data or interpretation of the regression coefﬁcients. Thus, the variability of the regression coefﬁcients was
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Fig. 3. Reﬂectance variation for each of the eight modeled cases (from Fig. 2). All canopy datasets were derived from a set of leaf-level spectra (n= 450, spectral range 400–2510 nm in 220 bands). Spectral differences between the sets were introduced by simulating variance in LAI, shade, and viewing geometry (Table 1).



quantiﬁed. For this quantiﬁcation, the coefﬁcient of variation (CV) of the regression coefﬁcients across all eight cases and ten repetitions per case was calculated for each response variable. All analyses were performed in the R statistical environment [29] using the PLSRimplementation of the pls-package [30,31]. We implemented bnPLSR as an R function. The corresponding script can be downloaded from http://tolu.giub.uni-bonn.de/ biogeo/bnplsr/.



3. Results 3.1. Linear relation between y and Dbn Table 2 shows ranges of y for the eight cases and correlation results. Across the cases, y ranged from 0.281 to 24.741. For the raw data, a linear relation between y and Dbn was given for all cases within the observed ranges of y. Standardization of the data between brightness normalization and further analysis led to some interference in this relationship. For all cases, the correlation between y (raw data) and Dbn (standardized data) resulted in R2 of 0.91 to 0.92. Standardization of the data strengthened the relation between y and D, but did not correct the introduced shade.



3.2. Comparison of PLSR- and bnPLSR-models The models showed large differences in performance among response variables. The best model ﬁts (in crossvalidation) were achieved for LMA. LMA was predicted with an average R2val of 0.81 and an average RMSEval of 7.18%. The least accurate models were generated for Hemi with an average R2val of 0.44 and RMSEval of 10.35%. Cel was modeled with an average R2val of 0.64 and RMSEval of



9.45%, while Chl and N reached an R2val of 0.75 and 0.74, as well as an RMSEval of 7.93% and 9.51%, respectively. The model ﬁts of PLSR and bnPLSR for all cases are illustrated in Fig. 4 (R2val) and Fig. 5 (RMSEval). When shade affected the canopy reﬂectance (case 2), the implementation of bnPLSR resulted in an average model improvement of 3.6% additionally explained variance in cross-validation for N. Accordingly, the respective models featured signiﬁcantly smaller RMSEval. In the case of variable viewing geometry (case 3), the bnPLSR-models generally achieved a slightly better model ﬁt (up to 2.4% explained variance for Cel). However, this improvement was frequently within the range of uncertainties introduced by the cross-validation and thus often not signiﬁcant. Almost no signiﬁcant differences between the model types were observed with respect to effects of variable LAI (case 1) or for the ideal case of stable LAI, nadir view, and the absence of shade (case 0). For cases with variation in two or three parameters (cases 4, 5, 6, and 7), bnPLSR-models generally featured a higher R2val and lower RMSEval than the models based on conventional PLSR. The largest difference between both model types was observed for the case-7 models of leaf N (average improvement of 4.8% explained variance). Both Fig. 4 and Fig. 5 show that bnPLSR-models offered stable results across all response variables and cases. In contrast, the models based on conventional PLSR were sensitive to the induced interferences to canopy reﬂectance and thus showed larger variation across cases. The number of latent vectors (Fig. 6) included in the models was with exception of Hemi more stable for the bnPLSR-models. With respect to model parsimony, no overall trend became evident. For the response variables Cel, Chl, and LMA the bnPLSR-models included fewer latent vectors than the models based on conventional PLSR, although these differences were often not signiﬁcant. For Hemi, the bnPLSR-models across all cases
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Table 2 Ranges of the spectral angle y for the eight modeled canopy datasets and results of the correlation analyses. With correlation analyses we tested for a linear relationship between y and Euclidean distances D, as well as between y and Euclidean distances of brightness normalized spectra Dbn. Both tests were performed with (std) and without standardization of the data in D and Dbn. Case



ymin [1]



ymax [1]



R2 (y vs. D)



R2 (y vs. std D)



R2 (y vs. Dbn)



R2 (y vs. std Dbn)



0 1 2 3 4 5 6 7



0.30 0.35 0.30 0.31 0.35 0.28 0.31 0.28



24.46 22.90 24.46 24.74 22.90 24.37 24.74 24.37



0.30 0.30 0.03 0.34 0.03 0.30 0.03 0.03



0.43 0.45 0.10 0.47 0.10 0.45 0.11 0.11



1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00



0.92 0.92 0.92 0.91 0.92 0.92 0.91 0.92



were less parsimonious than the models based on conventional PLSR. Models for N showed no obvious differences between PLSR and bnPLSR in the number of latent vectors included. Considerable differences between PLSR- and bnPLSRmodels were observed with respect to the stability of the regression coefﬁcients. For all ﬁve response variables, the bnPLSR-models showed lower CVs of the regression coefﬁcients across the cases and thus a higher overall stability (Fig. 7). The smallest differences in the stability of the regression coefﬁcients occurred in the models for Hemi (average CV =0.48 for PLSR and 0.35 for bnPLSR). The bnPLSR-models for N, Chl, and Cel showed improved stability of the regression coefﬁcients compared to PLSR. On average, the regression coefﬁcients of the PLSR-models varied with CVs of 0.61 (Cel), 0.68 (Chl), and 0.65 (N). In the bnPLSR-models, the average CVs decreased to 0.37 (Cel), 0.25 (Chl), and 0.3 (N). The models for LMA showed the highest CVs for both PLSR (average CV= 0.88) and bnPLSR (average CV = 0.62).



4. Discussion The brightness normalization is easy to apply on imagery even without programming skills. Because brightness normalization does not alter the algorithm of PLSR, its utilization is possible in combination with any available software implementation of PLSR. Further, brightness normalization is not limited to PLSR, but generally realizable with any other modeling approach based on Euclidean distances. PLSR is often performed in combination with an uncertainty test (also known as jackkniﬁng) [32]. This test evaluates the stability of individual regression coefﬁcients during the cross-validation. Consequently, predictors (i.e., bands) with stable regression coefﬁcients are considered to be signiﬁcant in the analysis. Jackkniﬁng enables a backward elimination of bands or features by the application of multiple, subsequent models that include the signiﬁcant predictors of the previous model [32]. This allows for the generation of models that are optimized for parsimony. Some implementations of PLSR (e.g., in the pls-package, [30,31]) offer the possibility to set a user-deﬁned signiﬁcance threshold in jackkniﬁng.



A strict signiﬁcance level may result in a ﬁnal model based on a small number of highly signiﬁcant bands, whereas the selection of a moderate threshold preserves spectral features through the reﬁning process. We did not perform such a backward selection for reasons of comparability. This backward selection is nevertheless compatible with the application of brightness normalization. Removal of one or more bands alters the dimensionality of the spectral feature space and also the orientations and lengths of the contained spectral vectors. The brightness normalization has thus to be done anew prior to every iterative model run. In this study we used simulated canopy reﬂectance with introduced variance in LAI, shade, and viewing geometry. Simulated data offered the possibility to control and analyze the effects of several processes on reﬂectance individually. This advantage was successfully used in similar studies before [5]. To approximate the simulations to real-world applications, the parameterization of the cases aimed at imitating canopy reﬂectance under natural conditions. A LAI range of three to six as well as the invariant LAI of ﬁve used in these simulations match with the range of LAI observed for tropical evergreen forests, and also for various temperate forests and wetlands [28]. LAI effects on reﬂectance are reported to saturate with increasing LAI [33]. The most severe LAI effects thus are to be expected in grassland ecosystems with a LAI of three and below. However, for this study, we used an LAI variance corresponding to the underlying leaf spectra originating from Peruvian tropical forests. To simulate variance in illumination and viewing geometry, we varied VZA and VAZ. A VZA range from 01 to 201 corresponds to the ﬁeld-of-view of AVIRIS or the Carnegie Airborne Observatory (CAO); other sensors like HyMap feature even wider viewing angles. A VAZ-range from 901 to 2701 results in severe BRDF effects in reﬂectance. Shade was simulated by multiplying spectra with a random factor ranging from 0.4 to 1, resulting in a decreased average reﬂectance (Fig. 3). Naturally, this shade simulation was of a more simple character than it can be expected under real-world conditions; internal shade results not only in decreased reﬂectance, but also in altered ratios between invariant sensor noise and the changing reﬂectance signal. The effect of proportionally increasing noise was not considered in this study. It is not expected to be correctable through brightness
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Fig. 4. Distributions of R2val across response variables and cases for models based on PLSR and bnPLSR. Asterisks indicate the signiﬁcance of differences between corresponding distributions as evaluated by Mann-Whitney-U-tests. Whiskers of the box-plots indicate the extreme values.



normalization, because sensor noise is considered as additive alteration of reﬂectance [34]. In cross-validation, PLSR and bnPLSR showed considerable variability in their output. This variability can be attributed to effects of sample selection in the ten-fold cross-validation. Utilization of a full leave-one-out crossvalidation, as often applied in PLSR, eliminates this variability because leaving out each sample once does not affect the overall structure of the set. However, for a large sample size such as in this study (n =450),



leave-one-out cross-validation is not an adequate validation approach. One possibility to decrease the variability and to prevent overﬁtting may be the application of a stratiﬁed k-fold cross-validation [35]. This approach includes stratiﬁcation during the selection of samples, aiming at a roughly equal distribution of samples across the validation segments. Despite this possible advantage, stratiﬁed cross-validation is to our knowledge not implemented in PLSR applications to date and was not tested here.
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Fig. 5. Distributions of root mean squared errors in cross-validation (RMSEval) for PLSR- and bnPLSR-models. The RMSE is shown as percentage of the response variables’ data ranges to simplify interpretation. Asterisks indicate the signiﬁcance of differences between corresponding models; the whiskers of the box-plots indicate extreme values.



The standardization of the predictor dataset generally applied in PLSR affected the relation between y and Dbn. The results of the correlation analyses showed that – although these effects were present – the relation between y of the raw data and Dbn of the standardized data was strong. The effects of standardization as source of interference may thus be negligible. Standardization further resulted in a slight mitigation of brightness inﬂuences on spectral similarity, strengthening the relation between y and D. However, the magnitude of this



effect may also be negligible in terms of brightness normalization. The results of this study showed that conventional PLSR is often a robust method for hyperspectral remote sensing of forest biochemistry. Even though the introduction of simulated LAI-variability, heterogeneous subpixel shade, and BRDF-effects altered the model results in a considerable way, the magnitude of this variance remained much smaller than the inter-response differences in the model ﬁts. The observed effects due to
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Fig. 6. The number of latent vectors resulting in the smallest RMSEval as measure of model parsimony. Whiskers mark the extremes of the distribution; asterisks indicate the signiﬁcance of differences between corresponding distributions.



simulated interference had a magnitude similar to uncertainties resulting from sample effects in crossvalidation. Despite this general robustness, conventional PLSR-models based on case 0 (even and high LAI, no shade, and nadir view) often showed lower RMSEval and higher R2val-values compared to the models based on other cases. As expected, the simulated variability (regardless of its origin) acted as a source of interference in the PLSR-models. In contrast to the variation in PLSR-models based on different initial conditions, the results of bnPLSR-models



across all cases remained comparable. The applied transformation of brightness normalization is a simple division. It eliminates all multiplicative alterations of reﬂectance. The simulated shade differences were thus removed completely; the bnPLSR-results for cases including variance in shade hence matched the results of the corresponding cases without shade (i.e., case 0 and case 2, case 1 and case 4, case 3 and case 6, case 5 and case 7). Observed differences in the bnPLSR-results of these corresponding cases most likely originated from the cross-validation. Effects of variable LAI and viewing
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beneﬁt of bnPLSR. Stable regression coefﬁcients are essential for a successful application of the derived regression equations on new data or for a meaningful interpretation of the results which focuses on underlying mechanistic relations. Lastly, they are desirable for reliable results in monitoring or change-detection applications. Kumar et al. [2] state that regression analysis for remote sensing is hampered by instability of the derived coefﬁcients. In this context the observed increase in stability under variable external inﬂuences on reﬂectance, seems promising. However, further research is needed to evaluate the role of additional inﬂuences like artifacts from insufﬁcient atmospheric correction or sensor limitations not considered in this comparison. 5. Conclusion Fig. 7. Coefﬁcients of variation (CV) among regression results for ﬁve leaf properties of PLSR versus bnPLSR approaches. Box-plots show the distribution of CVs for eight canopy reﬂectance scenarios (cases), each modeled in ten repetitions. Whiskers indicate the extreme values.



geometry were not of purely multiplicative nature and were thus only partially removed by the brightness normalization. It is important to keep in mind that proportional differences in reﬂectance are not necessarily an outcome of multiplicative interference alone. Brightness-related differences may also result from plantinherent properties and feature explanatory power with respect to the response variable. The rejection of brightness-related information improved the model ﬁt. This observation led to the assumption that the interference introduced by this information was larger than its predictive power. The general pattern of the number of LVs considered in the models supports this ﬁnding. The lack of predictive power and even non-linear relations are mitigated in PLSR by increasing the number of LVs [22], if essential information is dismissed in the brightness normalization. This is expected to result in an increased number of LVs for the bnPLSR-models compared to conventional PLSR. As Fig. 6 shows, considerable (and signiﬁcant) differences in the number of LVs were observed for the Hemi-models, but not for the other response variables. This indicates that the brightness normalization probably affected the internal dimensionality of canopy reﬂectance and the linearity of its relation to Hemi. For Cel, Chl, LMA, and N, the interference introduced to the model by brightness was higher than the brightness-related predictive power. As mentioned above, the analyses did not include (simulated) effects of shade on the signal-to-noise ratio. Thus, sensor noise is another severe source of interference in the empirical relation between biochemistry and reﬂectance. It may be expected, that the applied brightness normalization does not correct for such effects. The use of bright pixels or spectra with a high signal-to-noise ratio for model calibration may thus improve the model reliability, even if bnPLSR is already applied. Throughout the analyses bnPLSR showed a considerably lower variability in the regression coefﬁcients than conventional PLSR. This increased stability was valid for all response variables and may be the most important



This study showed that brightness normalization of spectra improved the applicability of PLSR to ﬁeld conditions and increased the stability of the models. Transformation of the spectra to uniform brightness in combination with the internal distance metric of the algorithm introduced features of the spectral angle to the PLSR. Tested with simulated canopy reﬂectance, these features improved the ﬁt and stability of the models in the presence of structural and observation interferences. Due to the brightness normalization, all proportional differences in reﬂectance were eliminated. Considerable improvement was thus observed for simulated subpixel shade, an interference causing multiplicative alteration of reﬂectance. Minor improvements were observed for simulated effects of variable viewing geometry whereas the brightness normalization did not correct for simulated LAI-effects. Consequently, increasing stability of the regression coefﬁcients due to brightness normalization improves the performance of PLSR for remote-sensing applications targeting vegetation. Although we aimed at approximating natural conditions in the test scenarios, the canopy simulations were simpliﬁed. Effects of random sensor noise were not considered and need to be addressed in further research. We further observed considerable variability in the model ﬁts due to random effects of sample selection in crossvalidation. The introduction of a stratiﬁed cross-validation may be a further modiﬁcation of PLSR leading to more stable results necessary for multi-model comparisons. The proposed brightness correction can be easily implemented for other statistical modeling techniques in remote sensing. Its relevance as an image preprocessing step reaches beyond its applications in PLSR.
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